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ABSTRACT

SIMULATION OF POWER CONTROL OF A WIND TURBINE PERMANENT MAGNET SYNCHRONOUS GENERATOR SYSTEM

Nantao Huang, B.S.
Marquette University, 2013

This thesis presents a control system for a 2MW direct-drive permanent magnet synchronous generator wind turbine system with the objectives to capture the optimal power from the wind and ensure a maximum efficiency for this system. Moreover, in order to eliminate the electrical speed sensor mounted on the rotor shaft of the PMSG to reduce the system hardware complexity and improve the reliability of the system, a sliding mode observer based PM rotor position and speed sensorless control algorithm is presented here.

The mathematical models for the wind turbine and the permanent magnet synchronous machine are first given in this thesis, and then optimal power control algorithms for this system are presented. The optimal tip speed ratio based maximum power point tracking control is utilized to ensure the maximum power capture for the system. The field oriented control algorithm is applied to control the speed of the PMSG with the reference of the wind speed. In the grid-side converter control, voltage oriented control algorithm is applied to regulate the active and reactive power injected into the power grid. What is more, sliding mode observer based sensorless control algorithm is also presented here. The simulation study is carried out based on MATLAB/Simulink to validate the proposed system control algorithms.
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Chapter 1: Introduction

1.1 Background

Electrical and hybrid vehicles, which are considered as the best replacement of conventional fossil fuel internal combustion engine based vehicles, have been greatly evolving and significantly commercialized during the recent years. Accordingly, there will be a growing demand for electrical energy when these vehicles become part of the electric grid load. Conventional electrical energy sources depend heavily on fossil fuels burning. However, burning of the fossil fuels causes environmental issues such as global warming, acid rain and urban smog, etc. by releasing carbon dioxide, sulfur dioxide, and other pollutants into the atmosphere [1]. Based on the issue, the renewable energy, which includes photovoltaic energy, wind energy, and geothermal energy, etc., has been heavily investigated and rapidly developing [2]. Renewable energy has the advantages that it is abundant, clean, and becoming increasingly economical. In fact, renewable energy sources help in reducing about 70 million metric tons of carbon emissions per year that would have been produced by fossil fuels [3]. Among various types of renewable energy sources, wind energy is one of the fastest growing renewable energy sources [4]. Shown in Figure 1.1 is a histogram of the global cumulative wind power capacity from 1996 to 2011. As can be seen in this figure, the global cumulative wind power capacity has been explosively increased from about 6.1 GW in 1996 to 238.4 GW in 2011, and the growth rate is expected to continue in the coming years.
In wind energy conversion systems (WECSs), the key technologies include wind turbine technology, power electronics technology, and system control technology. For the wind turbines, based on the orientation of the rotation axis of the wind turbine, there are horizontal-axis wind turbines and vertical-axis wind turbines [6]. In the horizontal-axis wind turbines, the rotation axis of the wind turbine is parallel to the ground, while in the vertical-axis wind turbines, the rotation axis is perpendicular to the ground. Compared to the vertical-axis wind turbines, horizontal-axis wind turbines have higher wind energy conversion efficiency, which are widely applied in the wind energy industry. The wind turbines can also be classified as fixed-speed wind turbines and variable-speed wind turbines based on whether the operation speed is controllable. The fixed-speed wind turbines possess the merits that they are simple, robust, and require lower construction and maintenance cost. However, their operation speed is fixed and cannot be controlled with the variation of the wind speed, which results in lower energy conversion efficiency compared to the variable-speed wind turbines. Nowadays, most of the wind turbines
applied in industry are variable-speed wind turbines. Among various types of variable-speed WECSs, three kinds are most widely applied in industry: (1) doubly-fed induction generator (DFIG) WECSs with reduced-capacity power converters, (2) geared/gearless squirrel-cage induction generator (SCIG) WECSs with full-capacity power converters, and (3) geared/gearless wound-rotor synchronous generator (WRSG)/permanent magnet synchronous generator (PMSG) WECSs with full-capacity power converters [6]. In the DFIG WECSs, only 30% of the rated power is processed by the power converters, which greatly reduces the cost of the converters while preserving the capability to control the speed of the generator in the range of about ±30% of its rated speed [6]. In SCIG, WRSG and PMSG WECSs, full-capacity power converters are needed to process the power generated by the generators up to the rated power of the systems. With the application of the full-capacity power converters, the generators are fully decoupled from the grid, and are able to operate in the full speed range. As the large scale wind turbines (up to 10 MW) attract more and more attention nowadays, the direct-drive PMSG based WECSs which are very suitable for large scale wind plants have become a "hot topic". In this thesis, the control algorithms for the direct-drive wind turbine PMSG systems are studied and simulated. The direct-drive wind turbine PMSGs do not have the gearbox between the wind turbine and the PMSG rotor shaft, which avoids the mechanical power losses caused by the gearbox. Moreover, the removal of the gearbox also helps in reducing the cost of the system. The overall configuration of a direct-drive wind turbine PMSG system is shown in Figure 1.2. As can be seen in this figure, this system is composed of a wind turbine PMSG, a rectifier, and an inverter. The wind turbine PMSG transforms the mechanical power from the wind into the electrical power, while the
rectifier converts the AC power into DC power and controls the speed of the PMSG. The controllable inverter helps in converting the DC power to variable frequency and magnitude AC power. With the voltage oriented control algorithm, the inverter also possesses the ability to control the active and reactive powers injected into the grid.

![System configuration of the direct-drive wind generation system](image)

Figure 1.2 System configuration of the direct-drive wind generation system

For the control of direct-drive PMSG systems, the information of the rotor position and speed is needed to implement the advanced control algorithms such as the field oriented control (FOC) and direct torque control (DTC). Conventional methods to acquire the rotor position and speed information are based on an encoder or a transducer mounted on the rotor shaft. However, such electrical speed sensors increase the hardware complexity and system cost. In addition, the rotor mounted sensors have to endure the constant oscillations of the rotor shaft, which reduces the reliability of the system. According to [7], speed sensor failures cause more than 14% of failures in such WECSs. The malfunction of the speed sensor will cause the breakdown of the whole system, which will contribute to considerable losses in power production. Moreover, the repair of the failed components results in additional cost. Based on this issue, this thesis proposes a
back EMF based rotor position and speed sensorless control algorithm, which will be analyzed later.

1.2 Literature Review

In this section, the literature review on the state of the art of power converters for different types of WECSs will be made. Moreover, several important rotor position and speed sensorless control algorithms that have been previously investigated and published will be reviewed.

1.2.1 Power Converters for WECSs

Power electronics devices have been applied in WECSs since the 1980s, when a thyristor based soft-starter was applied to a SCIG system which was directly connected to the grid [8]. The thyristor based soft-starter was used for limiting the current surge during start up. In the 1990s, the emergence of the rotor resistance control approach made it possible that the WRSG can be controlled to operate at variable speed. Although the speed range is only limited to 10% above the synchronous speed of the generator, this progress has improved the energy capture efficiency of the wind turbine due to the application of the converter controlled variable resistance. Nowadays, back-to-back converters are widely used in WECSs, either in reduced power (reduced power means that only the 30% of the rated power is processed by the power converters) for DFIG systems shown in Figure 1.3, or in full power (full power means that the power generated by the generator up to its rated power is processed by the power converters) for PMSG/SCIG/WRSG systems which can be seen in Figure 1.4.
The back-to-back power converters, which decouple the wind turbine from the grid, possess the capability to regulate the operation speed of such wind turbine generators, control the active and reactive powers injected into the grid, and improve the power quality. Conventional two-level back-to-back power converters have been widely applied in wind power industry and their reliability has been well proved. With the development of the semiconductor devices and the digital control technology, multilevel converters were investigated and commercialized during recent years, which helps in improving the power level and the power quality of the wind energy generation systems.

The most widely applied power converters for the best seller range 1.5-3.0 MW WECSs are the two-level back-to-back voltage source converters (VSCs) [9]. Figure 1.5 and 1.6 are showing two typical two-level back-to-back VSCs.
Shown in Figure 1.5 is a two-level back-to-back converter with a passive diode rectifier and a DC chopper. Figure 1.6 shows a two-level back-to-back converter with an active rectifier, as well as an active inverter connected to the grid. As can be seen in Figure 1.5 and 1.6, the insulated gate bipolar transistors (IGBTs) are used as the power switches. Although recent developments have make the IGBT with higher-voltage blocking capability closer to the integrated gate-commutated thyristor (IGCT), the IGBT based two-level back-to-back VSCs are applied mainly in the low-voltage, low/medium-power drive industries [10]. As introduced in [11], to increase the voltage level, as well as the power level of the conventional two-level back-to-back VSCs, series-connected power switches can be applied as shown in Figure 1.7. Based on this topology of power

Figure 1.5 Two-level back-to-back converters with passive rectifier [8]

Figure 1.6 Two-level back-to-back converters with active rectifier [8]
switches connection, the series connected IGBTs distribute the voltage and power stress on the single IGBT in the conventional two-level VSCs, which improves the voltage and power level of the two-level VSCs. With the application of the series-connected IGBT two-level high power inverters, the multi-pulse rectifiers become attractive selections for the high power back-to-back VSCs. These types of rectifiers help in reducing the input current harmonics which is beneficial for the generators in wind turbine systems. Figure 1.8 shows the 12, 18, and 24 pulse rectifier circuit configurations.

![Figure 1.7 Two-level VSC with series-connected power switches](image)

Although the series-connected IGBT VSC has greatly improved the voltage and power level of the two-level VSC, it contributes nothing to reduce the $\frac{dv}{dt}$ (the voltage change, $dv$, within the time interval, $dt$), or to improve the power quality [10]. Based on this concern, the multilevel converters were investigated and commercialized. Among various types of multilevel converters, the neutral-point clamped (NPC) converters, cascaded H-bridge (CHB) converters, flying capacitor converters, and Active NPC converters are the most studied ones. Here, the research on NPC and CHB converters which are the most widely applied types of multilevel converters will be reviewed.
A. Neutral-Point Clamped Multilevel Converters

The NPC multilevel converter was proposed in [12] [13] in the early 1980s. It can be structured as three level, five level, and even seven level or more. However, the three-level NPC converter is the most applied type in industry. In each leg of the three-level NPC converter, there are four power switches which are clamped with diodes to a midpoint of the capacitor bank as shown in Figure 1.9. To this converter, all conventional pulse width modulation (PWM) approaches are applicable [12]. Since the commutation voltage of all the power switches in the NPC converter is only half of the DC bus voltage, the NPC converter is very suitable for the high power, medium voltage drives (2.3-4.16 kV) [11]. What is more, since the conduction of the power switches only shares half of the DC bus voltage, the $dv/dt$ is greatly reduced. The output line-to-line voltages of the NPC converter consists of three voltage levels, which result in reduced harmonics in the output voltages and improved power quality. The main drawback of the NPC converter is
that the power losses on the power switches are unevenly distributed, which reduces the reliability of the NPC converters [14].

Figure 1.9 Topology of the NPC converter [17]

**B. Cascaded H-Bridge Converters**

The concept of cascaded H-bridge (CHB) converter was first introduced in [15]. After that in the late 1990s, the CHB converter was further studied and tested in [16]. The CHB converter consists of series connected H-bridge power cells. A typical H-bridge power cell is shown in Figure 1.10. The series-connected power cells naturally increase the voltage and power level of the CHB converters. The number of the power cell mainly depends on the operation voltage, the harmonic requirements, and the budget for the system [17]. What is more, for a CHB multilevel converter with \( k \) power cells, it will be able to generate \( 2k + 1 \) level output voltages, which results in reduced harmonics in the output voltages and improved power quality [16]. The main drawback of the CHB converter is that it requires large number of dc sources for the H-bridge, which increases the cost.
1.2.2 Rotor speed and position sensorless control

Implementation of the PMSG control algorithms such as field oriented control (FOC) and direct torque control (DTC) requires information on the rotor position and speed. Conventional methods to achieve the rotor position information are based on the encoders or transducers. However, the presence of the electrical sensors in the wind turbine PMSG reduces the reliability of the system due to the oscillation of the rotor shaft, as well as the harsh environment in which the WECSs are usually operated. Thus, research for sensorless control has become an attractive aspect.

Rotor position sensorless control algorithms can be sorted into two categories based on the operation speed of the PMSG, rotor saliency detection based low/zero speed sensorless control and back EMF based high speed PMSG rotor position sensorless control.

From the late 1990s, more and more investigations have been made on the topic of low/zero speed PMSG rotor position sensorless control. By detecting the rotor saliency (rotor saliency is caused due to the unevenly distributed reluctance in the rotor surface) of
the PMSG, the rotor position and speed information is achievable. In [18] and [19], the high frequency (HF) signal injection based sensorless control algorithm was introduced. This algorithm includes HF voltage injection and HF current injection. The basic principle of the former one is that by superimposing HF voltages into the stator of the PMSG, it will produce corresponding HF currents which will vary with the position of the rotor due to the saliency of the rotor. The sensed currents are then processed and demodulated to produce the information of the rotor position. Similarly, the basic principle of the HF current injection method is that by superimposing HF currents into the stator and detecting the HF voltages, the rotor position is achievable. The HF signal injection control approach has the advantages that it has good performance in low/zero speed application and it is robust to the variation of the parameters of the PMSG. However, this method requires the motor to have rotor saliency, thus is not applicable to surface-mounted PMSGs which has no rotor saliency.

As stated earlier, the back EMF based sensorless control algorithms are suitable for high speed PMSG applications. Several important back EMF based sensorless control algorithms are: (1) back EMF zero crossing detection control, (2) flux linkage estimator based sensorless control, and (3) sliding mode observer based sensorless control.

The back EMF zero crossing detection control was introduced in [20], this sensorless control algorithm is widely applied in the control of brushless DC (BLDC) machine. Its basic principle is that by detecting the back EMF zero crossing point of the phase winding which is not energized, the position information of the rotor is achievable [47]. Thus, the hall sensors in the BLDC machine can be eliminated. This method possesses the merits that it is easy to implement and does not need low pass filter.
However, it also has the drawback that the error of this method is considerable at low speed since the induced back EMF in the stator windings is small.

Flux linkage estimator based sensorless control was introduced in [21] in 1991. This method is usually used to estimate the rotor position and speed for surface-mounted permanent magnet synchronous machines (PMSMs) [22]. In the flux linkage estimator based sensorless control algorithm, the line-to-line voltages and currents are sensed, and thus the back EMF can be calculated based on the sensed voltages and currents, as well as the parameters of the PMSM. Hence, the stator flux linkage space vector can be calculated by integrating the back EMF. From the stator flux linkage space vector, the rotor position and speed can be easily calculated. This control algorithm is easy to implement, and does not need large computation efforts. However, the flux linkages estimated by the integral operation usually have integral errors due to the drift and offset in the integrators [23], and this error became considerable when the motor speed is low. A lot of investigations have been carried out to overcome this issue [24] [25] [26].

Sliding mode observer, which is one the most attractive rotor position self-sensing methods proposed in the literature, has been introduced to estimate ac machines' parameters and its robustness to the motor parameter variation has been verified [27]-[36]. Sliding mode control is a branch of the variable structure control, and its basic principle is that by building an observer based on the sensed stator voltages, stator currents, and the parameters of the PMSG, the estimated stator currents of the PMSG can be calculated and compared with the sensed stator currents, the error of the sensed and estimated currents will change the feedback structure of the control system, to make the observer operate on a predefined sliding surface. Thus, the sliding mode occurs. With the
estimated back EMF, the rotor position angle and speed can be easily calculated [37]. However, when the operation speed of the machine is low, the value of the back EMF will be small. Thus, the accuracy of the rotor position and speed estimation will be reduced. Another drawback of the sliding mode control is that the inherent chattering effect due to the variable structure feedback loop will bring noise to the system which results in an increase of the torque ripple of the PMSG [36].

1.3 Thesis Contribution and Organization

This thesis studies and reviews the control algorithms for the wind turbine permanent magnet synchronous generator systems in order to achieve a maximum power capture efficiency for the system. Furthermore, a sliding mode observer based rotor position and speed self-sensing control method is analyzed to eliminate the speed sensor mounted on the rotor shaft. The control algorithms are applied to a 2 MW wind turbine permanent magnet synchronous generator system and a simulation study is performed to validate the control methods.

The first chapter of the thesis introduces the background of the wind energy generation systems and the development of the wind power industry. Moreover, the literature review of the power electronics for wind turbine systems and several important sensorless control algorithms has been made.

Chapter 2 presents the mathematical modeling of the wind turbine model, as well as the PMSM model. As a matter of fact, a rigorous mathematical model of the wind turbine and the PMSM is the prerequisite for the design of the machine control
algorithms and the analysis of the steady-state characteristics of the wind energy conversion systems.

In Chapter 3, the control methods for the generator-side converter are analyzed. The optimal tip speed ratio based maximum power point tracking (MPPT) control algorithm was given. The FOC approach is introduced to control the speed of PMSG. The simulation results are presented to validate the proposed control methods.

In Chapter 4, the voltage oriented control (VOC) approach to regulate the active and reactive power injected into the grid is analyzed. With the application of the VOC approach, the unity power factor of the grid-side converter can be achieved and the quality of the power injected into the grid can be improved.

In Chapter 5, we propose a sliding mode observer (SMO) based rotor position and speed sensorless control algorithm to increase the reliability of the wind turbine PMSG systems, which were equipped with the rotor mounted speed sensors. The principle of the SMO based control is given and the simulation results are presented to validate the proposed algorithm.
Chapter 2: Modeling and Analysis of Direct-Drive Permanent Magnet Synchronous Generator Wind Turbine Systems

The main components of a direct-drive permanent magnet synchronous generator (PMSG) wind turbine are the wind turbine and the PMSG. The wind turbine captures the power from the wind for the system, and the PMSG transforms the mechanical power into electric power. In this chapter, the basic principles of the electric power generation will be introduced, and the mathematical models of the wind turbine and the PMSG will be developed and analyzed. These will further help in understanding the control algorithms for the system in the following chapters.

2.1 Modeling of Wind Turbines

In order to investigate the effectiveness of the energy conversion in wind energy conversion systems, first the available energy stored in the wind needs to be determined. Actually, the energy in the wind can be treated as the kinetic energy of a large amount of air particles with a total mass, \( m \), moving at a wind velocity, \( V_W \). Assuming that all the air particles are moving at the same speed and direction before impacting the rotor blades of the wind turbine, the potential available kinetic energy stored in the wind can be expressed according to the following expression:

\[
E = \frac{1}{2} m V_W^2
\]  

(2.1)

where, \( E \), is the kinetic energy of the moving air particles, and \( m \) is the total mass of the air particles, while, \( V_W \), is the velocity of the air particles (wind speed). Since the air
particles are moving at a speed, $V_w$, the total mass, $m$, of the particles for a period of time, $t$, can be rewritten as follows:

$$m = \rho A V_w t = \rho \pi r^2 V_w t$$  \hspace{1cm} (2.2)

where, $\rho$, is the air density, and $A$ is the swept area of the wind turbine rotor. Here, $r$, is the radius of the wind turbine rotor. Substituting expression (2.2) into (2.1), the kinetic energy of the air particles can be expressed as follows:

$$E = \frac{1}{2} \rho \pi r^2 V_w^3 t$$  \hspace{1cm} (2.3)

From expression (2.3), the actual wind power at any instant of time can be represented as:

$$P_{wind} = \frac{E}{t} = \frac{1}{2} \rho \pi r^2 V_w^3$$  \hspace{1cm} (2.4)

where, $P_{wind}$, is the potentially available power in the wind. From expression (2.4), we can observe that the wind power is proportional to the cube of the wind speed, which means that a small increase of the wind speed will result in a large increase of the wind power. Moreover, the power can also be increased by enlarging the wind turbine rotor radius since the power is proportional to the square of this rotor radius. This is the reason that more and more large scale wind turbine systems (up to 10MW) are being investigated and contemplated nowadays.

However, the power expressed in expression (2.4) can only stand for the maximum potential power which is available when the wind with velocity, $V_w$, passes through the swept area of the wind turbine with radius, $r$. In fact, only a portion of this potentially available power can be captured by the wind turbine. In 1919, a German scientist Albert Betz had tried to express the action of the air particles (the wind) passing
through wind turbines [38]. According to Betz’s idea, after impacting the rotor blades of the wind turbine, the velocity of the wind decreases from $V_w$ to $V_{w2}$, which means that when the wind passes through the wind turbine blades, there is still some kinetic power left in the wind. The relationship between the power that is captured by the wind turbine and the potential maximum power in the wind can be expressed as follows:

$$C_p = \frac{P_{Turbine}}{P_{Wind}}$$

(2.5)

where, $P_{Turbine}$ is the mechanical power captured by the wind turbine, and $C_p$ is the power coefficient of the wind turbine which can be expressed as follows [48]:

$$C_p = c_1(c_2\frac{1}{\alpha} - c_3\beta - c_4\beta^2 - c_5)e^{-c_6\frac{1}{\alpha}}$$

(2.6)

where,

$$\frac{1}{\alpha} = \frac{1}{\lambda + 0.08\beta - 0.035}$$

(2.7)

and,

$$\lambda = \omega_m r/V_w$$

(2.8)

where, $\beta$, is the blade angle which is indicated in Figure 2.1, and $\lambda$ is the tip speed ratio of the wind turbine, while, $\omega_m$, is the angular speed of the wind turbine generator. The values of the coefficients ($c_1 \sim c_6$) depend on the type of the wind turbine.
(a). Blade angle schematic diagram

(b). Lift and drag force on the blade
As can be seen in Figure 2.1, the blade angle indicates how does the wind velocity impact the wind turbine blades. The blade angle is the angle between the orientation of the blade and the wind velocity vector. When, $\beta = 0$, the blade is fully impacted by the wind velocity, and the wind turbine will capture the maximum power in the wind. The blade angle is usually controlled at zero degree when the wind speed is lower than the rated wind speed of the system to ensure a high efficiency of energy capture. When the wind speed becomes greater than the rated value, the power captured by the system will exceed the rated power if the blade angle stays unchanged at zero degree. It will make the generator and the power devices work under higher than rated output, which is harmful to the system if sustained for any length of time. Based on this concern, a control system for the modification of the blade angle according to different wind conditions is needed for the wind turbine. Accordingly, the power captured by the wind turbine can be rewritten as:
2.2 Modeling of Permanent Magnet Synchronous Machines

Permanent magnet synchronous machines/generators (PMSMs/PMSGs) play key role in direct-drive wind power generation systems for transforming the mechanical power into electrical power. A rigorous mathematical modeling of the PMSG is the prerequisite for the design of the machine control algorithms as well as the analysis of the steady-state and dynamic characteristics of wind energy conversion systems. In this section, the mathematical model of a PMSG in both the natural abc three-phase stationary reference frame and dq synchronously rotating reference frame will be developed, and the power and torque analysis of PMSGs will be given as well.

2.2.1 Modeling of a PMSM in the natural abc three-phase stationary reference frame

Before developing the mathematical model of the PMSM, several important assumptions need to be made: (1) the damping effect in the magnets and in the rotor are negligible; (2) the magnetic saturation effects are neglected; (3) the eddy current and hysteresis losses are neglected; (4) the back electromotive force (EMF) induced in the stator windings are sinusoidal; (5) for simplicity, all the equations of PMSMs are expressed in motor (consumer/load) notation, that is, negative current will be prevailing when the model refers to a generator. Negative current means that at the positive polarity of the terminal of a device the current is out of that terminal.

\[
P_{\text{Turbine}} = \frac{1}{2} \rho \pi r^2 C_p(\lambda, \beta) V_W^3
\] (2.9)
Figure 2.2 shows the cross-sectional view of a three-phase, two-pole PMSM. The fixed $abc$ axes denote the direction of the MMFs ($f_a$, $f_b$ and $f_c$) of the $a$, $b$ and $c$ phase windings, which are induced by the time varying three-phase AC currents in these stator phase windings. The flux caused by the permanent magnet is in the direction of the $d$-axis fixed at the rotor. Here, the $dq$-axes are rotating at the same angular speed of the PMs and rotor. Also, $\theta_r$, denotes the angle between the $d$-axis and the stationary $a$-axis.

![Figure 2.2 Cross-section view of the PMSM [40]](image)

The state space relationship of the terminal voltages of the PMSM to the phase currents and the phase flux linkages due to the PMs and stator currents can be written as follows [41]:

\[ \text{Equation} \]
\[
\begin{bmatrix}
v_{as} \\
v_{bs} \\
v_{cs}
\end{bmatrix} =
\begin{bmatrix}
R_s & 0 & 0 \\
0 & R_s & 0 \\
0 & 0 & R_s
\end{bmatrix}
\begin{bmatrix}
i_{as} \\
i_{bs} \\
i_{cs}
\end{bmatrix} +
\frac{d}{dt}
\begin{bmatrix}
\lambda_{as} \\
\lambda_{bs} \\
\lambda_{cs}
\end{bmatrix}
\] (2.10)

Where, \(v_{as}, v_{bs}, \) and \(v_{cs}\) are the instantaneous \(a, b,\) and \(c\) three-phase stator voltages, and \(i_{as}, i_{bs}, \) and \(i_{cs}\) are the instantaneous three-phase stator currents. Here, \(R_s\) is the stator winding resistance per phase, and again, \(\lambda_{as}, \lambda_{bs},\) and \(\lambda_{cs}\) are the instantaneous flux linkages induced by the three-phase AC currents and the PMs, which can be expressed in expanded form as follows [41]:

\[
\begin{bmatrix}
\lambda_{as} \\
\lambda_{bs} \\
\lambda_{cs}
\end{bmatrix} =
\begin{bmatrix}
L_{aa} & L_{ab} & L_{ac} \\
L_{ba} & L_{bb} & L_{bc} \\
L_{ca} & L_{cb} & L_{cc}
\end{bmatrix}
\begin{bmatrix}
i_{as} \\
i_{bs} \\
i_{cs}
\end{bmatrix} +
\begin{bmatrix}
\lambda_r \cos(\theta_r) \\
\lambda_r \cos(\theta_r - \frac{2\pi}{3}) \\
\lambda_r \cos(\theta_r + \frac{2\pi}{3})
\end{bmatrix}
\] (2.11)

where, \(L_{aa}, L_{bb}, \) and \(L_{cc},\) are the self-inductances of the \(a, b,\) and \(c\) three-phases, and \(L_{ab},\) \(L_{ac}, L_{ba}, L_{bc}, L_{ca},\) and \(L_{cb}\) are the mutual inductances between these phases, while, \(\lambda_r,\) is the rotor flux linkage caused by the permanent magnet. The self-inductances and mutual inductances are all functions of \(\theta_r.\) Thus, all of the inductances are time varying parameters.

2.2.2 Modeling of the PMSM in the dq-axes synchronously rotating reference frame

The \(dq0\) Park's transformation is a mathematical transformation which aims to simplify the analysis of synchronous machinery models, and was first introduced by R. H. Park in 1929 [42]. In the three-phase systems like PMSMs, the phase quantities which include stator voltages, stator currents, and flux linkages, are time varying quantities. By applying Park's transformation, which is in essence the projection of the phase quantities
onto a rotating two axes reference frame, the AC quantities are transformed to DC quantities which are independent of time. The $abc$ to $dq0$ transformation can be expressed in matrix form as follows:

$$
\begin{bmatrix}
u_d \\ \nu_q \\ \nu_0
\end{bmatrix} = \sqrt{2 \over 3} \begin{bmatrix}
\cos(\theta_r) & \cos(\theta_r - \frac{2\pi}{3}) & \cos(\theta_r + \frac{2\pi}{3}) \\
-\sin(\theta_r) & -\sin(\theta_r - \frac{2\pi}{3}) & -\sin(\theta_r + \frac{2\pi}{3}) \\
\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2}
\end{bmatrix}
\begin{bmatrix}
u_a \\ \nu_b \\ \nu_c
\end{bmatrix}
$$

(2.12)

The inverse Park’s transformation is:

$$
\begin{bmatrix}
u_a \\ \nu_b \\ \nu_c
\end{bmatrix} = \sqrt{2 \over 3} \begin{bmatrix}
\cos(\theta_r) & -\sin(\theta_r) & \frac{\sqrt{2}}{2} \\
\cos(\theta_r - \frac{2\pi}{3}) & -\sin(\theta_r - \frac{2\pi}{3}) & \frac{\sqrt{2}}{2} \\
\cos(\theta_r + \frac{2\pi}{3}) & -\sin(\theta_r + \frac{2\pi}{3}) & \frac{\sqrt{2}}{2}
\end{bmatrix}
\begin{bmatrix}
u_d \\ \nu_q \\ \nu_0
\end{bmatrix}
$$

(2.13)

In expressions (2.12) and (2.13), $u_{abc}$ and $u_{dq0}$ can represent the stator voltages, stator currents or flux linkages of the AC machines, respectively. Considering that under balanced conditions, $u_0=0$, the voltage function of the PMSM in the $dq$-axes reference frame can be expressed as follows [41]:

$$
v_{ds} = R_s i_{ds} + L_d \frac{di_{ds}}{dt} - \omega_e L_q i_{qs}
$$

(2.14)

$$
v_{qs} = R_s i_{qs} + L_q \frac{di_{qs}}{dt} + \omega_e L_d i_{ds} + \omega_e \lambda_r
$$

(2.15)

Where, $v_{ds}$ and $v_{qs}$, are the instantaneous stator voltages in the $dq$-axes reference frame, and $i_{ds}$ and $i_{qs}$, are the instantaneous stator currents in the $dq$-axes reference frame. Here, $L_d$ and $L_q$, are the $d$-axis and $q$-axis inductances, and $\omega_e$ is the electrical angular speed of
the rotor, while, $\lambda_r$, is the peak/maximum phase flux linkage due to the rotor-mounted PMs. According to expressions (2.14) and (2.15), the equivalent circuits of the PMSM in the $dq$-axes reference frame can be drawn as shown in Figure 2.3:

![Figure 2.3 The dq-axes equivalent circuits of a PMSM](image)

### 2.2.3 Power and torque analysis of a PMSM

For any PMSM, the electrical power input can be expressed in the $abc$ reference frame as follows:

$$P_{abc} = v_{a3}i_{a3} + v_{b3}i_{b3} + v_{c3}i_{c3} \tag{2.16}$$

or in the $dq$-axes reference frame as follows:

$$P_{dq} = \frac{3}{2}(v_{d3}i_{d3} + v_{q3}i_{q3}) \tag{2.17}$$

As a part of the input power, in the motoring mode, the active power is the power that is transformed to mechanical power by the machine, which can be expressed as follows:

$$P_{em} = \frac{3}{2}(e_d i_{d3} + e_q i_{q3}) \tag{2.18}$$

where,

$$e_d = -\omega_e L_q i_{q3} = -\omega_e \lambda_q \tag{2.19}$$
and

\[ e_q = \omega_e L_d i_{ds} + \omega_e \lambda_r = \omega_e \lambda_d \tag{2.20} \]

Here, \( e_d \) and \( e_q \), are the back EMFs in the \( dq \)-axes reference frame, and \( \lambda_d \) and \( \lambda_q \) are the \( dq \)-axes flux linkages. Substituting expressions (2.19) and (2.20) into (2.18), the active power can be re-expressed as follows:

\[ P_{em} = \frac{3}{2} \omega_e (\lambda_d i_{qs} - \lambda_q i_{ds}) \tag{2.21} \]

Hence, the electromagnetic torque developed by a PMSM can be deduced as follows:

\[ T_e = \frac{P_{em}}{\omega_e / p} = \frac{3}{2} \left( \frac{p}{2} \right) (\lambda_d i_{qs} - \lambda_q i_{ds}) \tag{2.22} \]

or

\[ T_e = \frac{3}{2} \left( \frac{p}{2} \right) (\lambda_r i_{qs} + (L_d - L_q) i_{qs} i_{ds}) \tag{2.23} \]

where, \( p \) is the number of poles in the machine.
Chapter 3: Control of Generator-Side Converter

In wind turbine PMSG systems, three system variables need to be strictly controlled [6]: (1) the optimal power generated by the PMSG at different wind speed levels; (2) the active and reactive power injected into the grid; (3) the DC bus voltage of the back to back converter. Figure 3.1 shows a direct-drive wind turbine PMSG fed by a back-to-back converter. In this system, the generator-side converter regulates the speed of the PMSG to implement the MPPT control. Meanwhile, the grid-connected converter controls the active and reactive power injected into the grid.

This chapter will focus on analyzing the control methods for the generator-side converter. The optimal tip speed ratio based maximum power point tracking (MPPT) control is analyzed in this chapter. Two important PMSG control algorithms, the direct torque control (DTC) and the field oriented control (FOC), are analyzed and compared. Then, the simulation results of the generator-side converter control are given to validate the principles of control algorithms.
3.1 Maximum Power Point Tracking Control

Direct-drive PMSGs have the capability to work in a wide speed range. According to the intensity of the wind, the wind turbine generators need to be controlled to operate in three different modes as shown in Figure 3.2 [6]:

![Wind turbine power-speed characteristic](image)

Figure 3.2 Wind turbine power-speed characteristic for the specific wind turbine analyzed in this thesis

1. Parking Mode: when the wind speed is lower than the cut-in speed which is $4m/sec$ (9mph) in this system, the wind turbine will not rotate but stay in parking status due to the fact that the electrical power generated by the PMSG system is insufficient to compensate for the internal power losses in this system. Therefore, the wind turbine is kept in parking mode by a mechanical brake;
2. MPPT mode: when the wind speed is greater than the cut-in speed, the wind turbine system starts to work and generate electrical power. Because the wind speed is in a relatively low range in the MPPT mode, the power captured by the wind turbine is below its rated value, the MPPT control needs to be applied to ensure a maximum efficiency of power capture. The MPPT mode ends when the wind speed is greater than the rated wind speed, $13m/sec$ (29mph), for this case-study system.

3. Constant power region: when the wind speed becomes greater than the rated value, the power generated by the system will be larger than its rated power if the MPPT control is still applied. This will increase the electrical stress on the PMSG and the power processing devices, and would further damage them. Therefore, the blade angle of the wind turbine blades needs to be properly controlled in the strong wind range to keep the system operating within its rated output condition. As its name implies, this is constant power region.

In Chapter 2, the expression of the mechanical power captured by the wind turbine has been expressed as:

$$P_{Turbine} = \frac{1}{2} \rho \pi r^2 C_p(\lambda, \beta)V_w^3$$

(2.7)

the power coefficient, $C_p(\lambda, \beta)$, can be expressed in Figure 3.3.
As shown in equation (2.7), to control the captured mechanical power, $P_{\text{Turbine}}$, at given wind speed, $V_W$, the only controllable term is the power coefficient, $C_p(\lambda, \beta)$. The power coefficient characteristic is shown in Figure 3.3. As can be seen in this figure, different power coefficient curves correspond to different blade angles. For each case, there is an optimal tip speed ratio, $\lambda$, which contributes to a peak power coefficient value which, in turn, leads to a maximum power capture, $P_{\text{Turbine}}$. In the MPPT operation mode, the pitch angle is usually kept at zero degree. In order to achieve the peak power coefficient value in the zero degree pitch angle curve in Figure 3.3, the tip speed ratio needs to be controlled at the optimal value. From expression (2.8), the control of the tip speed ratio is actually the control of the rotor speed of the PMSG. A simplified scheme of tip speed ratio control is shown in Figure 3.4. From this figure, the wind speed information is sensed by a sensor and sent to a microcontroller, from which the reference speed of the PMSG can be calculated according to the optimal tip speed ratio.
Consequently, the generator speed will reach its reference value in the static state, and then the MPPT control is achieved.

![Diagram](image)

Figure 3.4 Tip speed ratio control scheme

### 3.2 Comparison between Direct Torque Control and Field Oriented Control

Direct torque control (DTC) and field oriented control (FOC) are two of the most commonly applied algorithms for the control of PMSMs. The DTC approach was first developed and presented by I. Takahashi from Japan [43]. The basic principle of the DTC approach is that the stator flux linkage and the electromagnetic torque are estimated and compared with their reference values. Based on the control algorithm of mitigating the errors between the reference and estimated values, the reference torque and flux can be achieved by controlling the inverter states. The FOC approach was pioneered by F. Blaschke in 1970s [44]. The FOC approach has been and continues to be a significant factor in PMSMs control, which makes it possible that PMSMs can be controlled as...
easily as DC machines. In the FOC approach, the $dq$-axes are rotating at the rotor electrical angular speed with the $d$-axis aligned with the rotor flux direction. Thus, the flux producing current component, $i_{ds}$, and the torque producing current component, $i_{qs}$, are along the $d$-axis and $q$-axis, respectively. Thus, the $dq$-axes currents can be controlled independently by two closed loop controls in the FOC approach, which indirectly controls the speed and the torque of the PMSMs.

When choosing one control strategy of either DTC or FOC for the generator-side converter control, their merits and drawbacks need to be analyzed and compared according to the operation requirements of the direct-drive PMSG systems. The DTC approach has the advantages that the electromagnetic torque can be changed very fast by changing the reference, and no coordinate transforms and PI controllers are needed which decreases the computational effort. On the other hand, the DTC approach also presents some disadvantages such as: (1) the difficulty to control the torque at very low speed; (2) the high current and torque ripples; and (3) the high noise level at low speed. When it comes to the FOC approach, although its implementation requires large computational effort including PI control and coordinate transformations, it possesses the following merits: (1) fast speed and torque response; (2) outstanding low speed performance; and (3) low current and torque ripples. For the application of direct-drive PMSG systems, the PMSGs are directly driven by the wind turbine without a gearbox, which means that their operation speeds are always in a relatively low range. Moreover, the torque ripples of the direct-drive PMSGs should be controlled at a low level to decrease the mechanical stresses on the wind turbine. On the basis of the analysis above, the FOC approach was found to be more suitable for the direct-drive PMSG systems than the DTC approach.
3.3 Field Oriented Control based Generator-Side Converter Control

In Chapter 2, the torque expression of the PMSMs has been developed as follows:

\[
T_e = \frac{3}{2} \left( \frac{p}{2} \right) (\lambda_r i_{qs} + (L_d - L_q) i_{qs} i_{ds})
\]

(2.27)

For a surface mounted PM machine (SPM) which is applied in the case study system in this thesis, the \(d\)-axis and \(q\)-axis inductances are equal \((L_d = L_q)\). Thus, the torque expression can be simplified and rewritten as follows:

\[
T_e = \frac{3}{2} \left( \frac{p}{2} \right) \lambda_r i_{qs}
\]

(3.1)

In order to achieve the maximum torque per ampere, the \(d\)-axis current is set at zero \((i_{ds} = 0)\). In expression (3.1), \(\lambda_r\) is the flux linkage due to the permanent magnets which is a constant. Thus, there will be a linear relationship between the electromagnetic torque and the \(q\)-axis current, \(i_{qs}\), such that the electromagnetic torque can be easily controlled by regulating the \(q\)-axis current. The phasor diagram for the FOC approach is shown in Figure 3.5, and the control scheme of the generator-side converter is shown in Figure 3.6.
Figure 3.5 Phasor diagram of the FOC

Figure 3.6 Generator-side control scheme
As stated earlier, the FOC approach coupled to the optimal tip speed ratio based MPPT control strategy is applied here as the control algorithm for the generator-side power converter. In Figure 3.6, there are three feedback loops in the control system which are: (1) the speed control loop, (2) the $d$-axis current control loop, and (3) the $q$-axis current control loop. In the speed loop, at every sampling time, the actual speed of the generator sensed by an encoder mounted on the shaft of the rotor is compared to its reference value, which in turn is generated by the optimal tip speed ratio control, and then the error is sent to a PI controller which will output the reference $q$-axis current, $i_{qs}^*$. Meanwhile, the reference $d$-axis current, $i_{ds}^*$, is always set at zero. To acquire the feedback current signals, three-phase stator currents are sensed and transformed into the $dq$-axes reference frame according to Park's transformation. The reference stator voltages are then being achieved by PI controllers in the $dq$-axes current control loops. Here, the space vector pulse width modulation (SVPWM) approach is applied as the modulation strategy in this system, because it generates less harmonic distortion in the output stator voltages/currents and provides more efficient use of the DC supply voltages than the conventional sinusoidal pulse width modulation (SPWM). The principle of the SVPWM will be elaborated in next chapter. The outputs of the SVPWM model are six PWM signals to control the ON/OFF state of the six IGBT switches in the generator-side converter.

3.4 Simulation Results and Analysis

Simulation studies were carried out in MATLAB-Simulink to validate the chosen case-study system. In order to approximate the performance of the discrete-time
microcontrollers which are commonly used in industrial control systems, such as the digital signal processors (DSPs), the chosen simulation type in Simulink is set as a discrete-type with a sample time of 2 microsecond. The parameters of the case-study wind turbine and the associated PMSM are shown in Table 3.1. Figure 3.7 shows the circuit diagram of the system built in Simulink, and Figure 3.8 shows the control scheme of the FOC approach in Simulink.

Table 3.1 Parameters and operating conditions of the generator side control system [6]

<table>
<thead>
<tr>
<th>Generator Type</th>
<th>PMSG, 2.0 MW, 690 V, 9.75 Hz, non-salient pole</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Mechanical Power</td>
<td>2.0 MW</td>
</tr>
<tr>
<td>Rated Apparent Power</td>
<td>2.2419 MVA</td>
</tr>
<tr>
<td>Rated Power Factor</td>
<td>0.8921</td>
</tr>
<tr>
<td>Rated Rotor Speed</td>
<td>22.5 r/min</td>
</tr>
<tr>
<td>Number of Pole Pairs</td>
<td>26</td>
</tr>
<tr>
<td>Rated Mechanical Torque</td>
<td>848826 Nm</td>
</tr>
<tr>
<td>Rated Rotor Flux Linkage</td>
<td>5.8264 (rms)</td>
</tr>
<tr>
<td>Stator Winding Resistance</td>
<td>0.821 mΩ</td>
</tr>
<tr>
<td>$d$ axis Synchronous Inductance</td>
<td>1.5731 mH</td>
</tr>
<tr>
<td>$q$ axis Synchronous Inductance</td>
<td>1.5731 mH</td>
</tr>
<tr>
<td>Wind Turbine Rotor Radius</td>
<td>34 m</td>
</tr>
<tr>
<td>Wind Turbine Optimal Tip Speed Ratio</td>
<td>6.16</td>
</tr>
<tr>
<td>IGBT Modulation Frequency</td>
<td>1.5 kHz</td>
</tr>
</tbody>
</table>
Figure 3.7 Control diagram of the system
Figure 3.8 Control diagram of the FOC
Simulation results of the proposed system are shown in Figures 3.9 through 3.17. Figure 3.9 shows the wind speed input for the system. As can be seen in this figure, from 0-1.3s, the wind speed increases from 4m/s (cut-in speed) to 8m/s and then is maintained constant at 8m/s till 1.3s. In this wind speed range, we can investigate the performance of the proposed MPPT control strategy. From 1.3-2.6s, the wind speed increases from 8m/s to 13m/s (rated wind speed). In this wind speed range, the performance of the system in its rated condition can be evaluated. After that, the wind speed continues to increase to 15m/s which exceeds its rated wind speed. Thus, the constant power control algorithm to deal with the high wind speed can be investigated. Shown in Figure 3.10 is the actual rotor speed in electrical radians per second. Figure 3.11 shows the corresponding three-phase stator currents. The $d$-axis and $q$-axis currents are shown in Figure 3.12 and Figure 3.13, respectively. Meanwhile, Figure 3.14 shows the electromagnetic torque developed by the generator. The electrical power developed by the generator is shown in Figure 3.15.
Figure 3.9 Wind speed input for the wind power generation system

Figure 3.10 Actual electrical angular speed of the PMSG
Figure 3.11 Three-phase stator currents of the PMSG

Figure 3.12 $d$-axis current of the PMSG
Figure 3.13 $q$-axis current of the PMSG

Figure 3.14 Electromagnetic torque developed by the PMSG
As can be seen in the simulation results, according to different wind speed levels, the system performance has different characteristics best described as follows:

(1) From 0-1.3s: the wind speed starts to increase from the cut-in speed ($4\text{m/s}$), which means that the generated electrical power is sufficient to compensate for the internal power consumption losses. Thus, the wind turbine begins to rotate and the PMSG begins to generate electrical power. As shown in Figures 3.10 through 3.15, with the increase of the wind speed, the stator currents, electromagnetic torque, and the generated electrical power are gradually increased. As can be seen in Figure 3.12, the $d$-axis current is controlled to be zero, which contributes to a linear relationship between the $q$-axis current and the electromagnetic torque. From 0.5s, the wind speed reaches $8\text{m/s}$ and stops increasing, soon after that the system comes to the steady state. In the steady state, the theoretical values of the generator speed, $q$-axis current, electromagnetic torque, and generated electrical power can be calculated to verify the simulation results.

Figure 3.15 Electrical power generated by the PMSG
According to expression (2.8), when the wind speed is $8 \text{m/s}$, the reference generator speed in electrical radians is:

$$\omega_e = \left(\frac{p}{2}\right) \frac{\lambda V_w}{r} = 26 \cdot \frac{6.16 \cdot 8}{34} = 37.7 \text{ (e.rad/s)}$$

The mechanical power captured by the wind turbine based on expression (2.9) is:

$$P_{Turbine} = \frac{1}{2} \rho \pi r^2 c_p(\lambda, \beta) V_w^3 = 0.5 \cdot 1.225 \cdot \pi \cdot 34^2 \cdot 0.41 \cdot 8^3 = 0.466 \cdot 10^6 \text{ W}$$

The mechanical torque on the rotor shaft can be calculated as:

$$T_m = \frac{P_{Turbine}}{\omega_m} = \frac{0.466 \cdot 10^6}{37.7/26} = 322258.2 \text{ (Nm)}$$

It should be noticed that the torque should be denoted as a negative value because the PMSM is working in the generator mode. When the system reaches the steady state, the mechanical torque is equal to the electromagnetic torque. According to expression (3.1), the $q$-axis current can be calculated as follows:

$$T_e = T_m = \frac{3}{2} \left( \frac{p}{2} \right) \lambda_r i_{qs}$$

$$i_{qs} = \frac{T_m}{\frac{3}{2} \left( \frac{p}{2} \right) \lambda_r} = \frac{-322258.2}{1.5 \cdot 26 \cdot 8.2398} = -1002.8 \text{ (A)}$$

Showing in Figure 3.16 are the simulation results of the generator speed (e.rad/s), $q$-axis current, electromagnetic torque, and the generated electrical power versus their calculated values when the system is in the steady state and the wind speed is $8 \text{m/s}$. As shown in these figures, the actual values of these performance variables correspond well
to their calculated values, except that the generated electrical power is slightly smaller than the mechanical power input into the system. This is due to the internal power losses in the system. Based on the analysis above, the control objectives for the low wind speed range were achieved and the optimal power is captured and transformed by the PMSG.

(2) From 1.3-2.6s: starting from 1.3s, the wind speed increases from $8\text{m/s}$ to $13\text{m/s}$, which is the rated wind speed of the system. As shown in Figures 3.10 through 3.15, with the increase of the wind speed, stator currents, electromagnetic torque, and generated electrical power gradually increase to their rated values which are shown in Table 3.1. The comparison between the actual values and the rated values of the system parameters are shown in Figure 3.17. From these figures, the simulation results correspond well to the rated values. Again, the reason that the actual electrical power generated by the PMSG is slightly lower than the mechanical power input is due to the internal power losses. Thus, conclusions can be made that the control objective was achieved under the rated condition of the system.

(3) From 2.6-3.5s: the wind speed keeps increasing and exceeds the rated value. In order to limit the power input to prevent the electrical and mechanical stress on the system, the constant power control was applied in this wind speed range. That is, the mechanical power input of the system is kept at 2MW and the generator speed is controlled at its rated value instead of increasing with the wind speed. As can be seen in Figures 3.10 through 3.15, during time 2.6-3.5s, all of the system performance variables including the stator current, electromagnetic torque, and generated electrical power are kept at their rated values.
Figure 3.16 System Parameters in Static States with Wind Speed of 8m/s
Figure 3.17 System parameters in static states with wind speed of 13m/s
Based on the simulation results and the analysis above, optimal power is generated by the PMSG wind turbine system at different wind speed levels. The chosen control algorithms applied in the control system of the generator-side converter are hence verified.
Chapter 4: Control of Grid-Side Converter

In direct-drive PMSG wind turbine systems, grid-connected converters play an important role in transforming the DC power to AC power. As introduced earlier in Chapter 3, there are three system variables that need to be strictly controlled. Namely, these variables are the speed of the PMSG, the DC bus voltage, and the complex power (active and reactive power) injected into the grid [6]. As the generator-side converter controls the speed of the PMSG, the grid-side converter regulates the DC bus voltage while controlling the active power and reactive power injected into the grid.

In this chapter, the control approach for the grid-side converter is analyzed. This converter is assumed to be operating on the basis of the principle of the space vector pulse width modulation (SVPWM), which will be elaborated on here. Furthermore, the simulation results will be obtained and given here to validate the proposed control strategy.

4.1 Grid-Side Converter Control based on Voltage Oriented Control

The simplified system topology of the direct-drive PMSG wind generation system is shown in Figure 4.1. In this figure, \(i_{ag}\), \(i_{bg}\), and \(i_{cg}\), are the grid currents, their directions are defined by the arrows as shown in the figure. Thus, following the consumer/load notation in circuits, when the grid currents are positive, it means that the electrical power flows from the grid to the wind turbine system. Conversely, when the grid currents are negative, the power is injected into the grid from the wind generation
system. In the normal operating conditions of the system, the grid currents are always negative.

As stated earlier, the main objective of the grid-side converter control is to regulate the active and reactive power. The expressions of the active power and reactive power injected into this grid can be written as follows, see [6]:

\[
P_g = \frac{3}{2} (v_{dg} i_{dg} + v_{qg} i_{qg}) \quad (4.1)
\]

\[
Q_g = \frac{3}{2} (v_{qg} i_{dg} - v_{dg} i_{qg}) \quad (4.2)
\]

where, \( i_{dg} \) and \( i_{qg} \), are the grid currents in \( dq \)-axes reference frame, \( v_{dg} \) and \( v_{qg} \), are the grid voltages in \( dq \)-axes reference frame. As can be seen in expressions (4.1) and (4.2), the \( d \)-axis and \( q \)-axis components of the grid currents and voltages are coupled in cross-product fashion in the reactive power term, which makes the active power and reactive power hard to control, and decreases the dynamic performance of the grid-side converter control. Based on this coupling issue, the voltage oriented control (VOC) approach is applied as the grid-side converter control algorithm. The VOC approach is implemented.
here in the grid voltage synchronous reference frame, the $d$-axis of the rotating reference
frame is aligned with the rotating grid voltage space vector. Accordingly, the $q$-axis
component of the grid voltage space vector is equal to zero. The phasor diagram of the
VOC approach is shown in Figure 4.2.

![Figure 4.2 Phasor diagram of the VOC](image)

With the application of the VOC approach, the expressions of the active and reactive
power of equations (4.1) and (4.2) can be rewritten as follows:

$$P_g = \frac{3}{2} v_{dg} i_{dg} = v_{dc} i_{dc}$$  \hspace{1cm} (4.3)
where, $v_{dc}$ and $i_{dc}$, are the voltage and current of the dc bus, respectively. From equations (4.3) and (4.4), it can be observed that the active and reactive power can be controlled independently by the $d$-axis and $q$-axis components of the grid currents, respectively. The control scheme of the grid-side converter is shown in Figure 4.3.

![Figure 4.3 Control scheme of the grid-side converter](image)

### 4.2 Space Vector Pulse Width Modulation
A voltage source inverter (VSI) is commonly used to transform the DC power to AC power with the ability to regulate the magnitude and frequency of the AC outputs. The sinusoidal pulse width modulation (SPWM) approach and the space vector pulse width modulation (SVPWM) approach are two of the most commonly used modulation methods for such VSIs. In the SPWM approach, three sinusoidal modulation signals are compared with a triangular carrier signal to generate the PWM pulses [45]. Compared to the SVPWM approach, the SPWM approach possesses the merits that it requires less computation effort and is easier to implement. However, the SPWM approach also has the drawbacks that it generates more harmonics in the AC outputs and requires higher DC bus voltage than that of the SVPWM approach to generate the same ac side voltage magnitudes. In the SVPWM approach, the reference signals are modified according to the operating conditions of the system in every sampling period, which can greatly improve the power quality of the AC outputs, that is, lower harmonic distortion [46]. This section will present the principles and implementation of the SVPWM approach.

### 4.2.1 Switching States

A typical voltage source inverter (VSI) is shown in Figure 4.4. In this figure, Q₁ through Q₆, are the IGBT power switches, which are controlled by the switching signals, a, a', b, b', c and c' to set the "ON" and "OFF" states, respectively. Let one define that when the upper bridge switches (Q₁, Q₂ and Q₃) are switched on (a=b=c=1), where the lower bridge switches (Q₄, Q₅ and Q₆) will be switched off (a'=b'=c'=0), and vice versa. The upper and lower power switches for a given phase can never be switched on simultaneously in three-phase two level VSIs.
Figure 4.4 Two level voltage source inverter

The relationship between the switching vector, \([a\ b\ c]^T\), and the corresponding phase voltage vector can be expressed as follows [6]:

\[
\begin{bmatrix}
V_{an} \\
V_{bn} \\
V_{cn}
\end{bmatrix} = \frac{1}{3} V_{dc} \begin{bmatrix}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{bmatrix} \begin{bmatrix}
a \\
b \\
c
\end{bmatrix}
\]  \hspace{1cm} (4.5)

where, \(V_{an}, V_{bn}\) and \(V_{cn}\), are the magnitudes of the three-phase line-to-neutral voltages of the VSI, and, \(V_{dc}\), is the DC bus voltage. Here, \(a, b\) and \(c\), are the switching signals (0 or 1) of the IGBTs. Again, the relationship between the switching vector, \([a\ b\ c]^T\), and the line-to-line voltages of the VSI can accordingly be expressed as [6]:

\[
\begin{bmatrix}
V_{ab} \\
V_{bc} \\
V_{ca}
\end{bmatrix} = \frac{1}{3} V_{dc} \begin{bmatrix}
1 & -1 & 0 \\
0 & 1 & -1 \\
-1 & 0 & 1
\end{bmatrix} \begin{bmatrix}
a \\
b \\
c
\end{bmatrix}
\]  \hspace{1cm} (4.6)

where, \(V_{ab}, V_{bc}\) and \(V_{ca}\), are the magnitudes of the three-phase line-to-line voltages of the VSI. According to expressions (4.5) and (4.6), for different switching states, the values of the line-to-neutral voltages and line-to-line voltages of the VSI can be expressed as given
in Table 4.1. In this table, when the switching vector, $[a \ b \ c]^T = [1 \ 1 \ 1]^T$ or $[0 \ 0 \ 0]^T$, it means that the three-phase terminal of the VSI are shorted by turning on all the upper or lower switches, denoted as zero states. Thus, the operation of the inverter has six active states and two zero states.

Table 4.1 Switching states and output voltages of the VSI

<table>
<thead>
<tr>
<th>Switching States</th>
<th>Line to Neutral Voltages</th>
<th>Line to Line Voltages</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ $b$ $c$</td>
<td>$V_{an}$ $V_{bn}$ $V_{cn}$</td>
<td>$V_{ab}$ $V_{bc}$ $V_{ca}$</td>
</tr>
<tr>
<td>0 0 0</td>
<td>0 0 0</td>
<td>0 0 0</td>
</tr>
<tr>
<td>1 0 0</td>
<td>$\frac{2}{3} V_{dc}$ $-\frac{1}{3} V_{dc}$ $-\frac{1}{3} V_{dc}$</td>
<td>$V_{dc}$ 0 $-V_{dc}$</td>
</tr>
<tr>
<td>0 1 0</td>
<td>$-\frac{1}{3} V_{dc}$ $\frac{2}{3} V_{dc}$ $-\frac{1}{3} V_{dc}$</td>
<td>$-V_{dc}$ $V_{dc}$ 0</td>
</tr>
<tr>
<td>1 1 0</td>
<td>$\frac{1}{3} V_{dc}$ $\frac{1}{3} V_{dc}$ $-\frac{2}{3} V_{dc}$</td>
<td>0 $V_{dc}$ $-V_{dc}$</td>
</tr>
<tr>
<td>0 0 1</td>
<td>$-\frac{1}{3} V_{dc}$ $-\frac{1}{3} V_{dc}$ $\frac{2}{3} V_{dc}$</td>
<td>0 $-V_{dc}$ $V_{dc}$</td>
</tr>
<tr>
<td>1 0 1</td>
<td>$\frac{1}{3} V_{dc}$ $-\frac{2}{3} V_{dc}$ $\frac{1}{3} V_{dc}$</td>
<td>$V_{dc}$ $-V_{dc}$ 0</td>
</tr>
<tr>
<td>0 1 1</td>
<td>$-\frac{2}{3} V_{dc}$ $\frac{1}{3} V_{dc}$ $\frac{1}{3} V_{dc}$</td>
<td>$-V_{dc}$ 0 $V_{dc}$</td>
</tr>
<tr>
<td>1 1 1</td>
<td>0 0 0</td>
<td>0 0 0</td>
</tr>
</tbody>
</table>
4.2.2 Space Vectors

Before analyzing the principles of the SVPWM approach, the concept of space vectors needs to be introduced first. As stated earlier, the objective of the SVPWM approach is to generate the balanced three-phase voltage outputs for the VSI, assuming that the phase voltages of the VSI are three-phase sinusoidal waveforms and can be expressed as follows:

\[ v_{an} = V_m \cos \omega t \]  \hspace{1cm} (4.7)
\[ v_{bn} = V_m \cos (\omega t - \frac{2\pi}{3}) \]  \hspace{1cm} (4.8)
\[ v_{cn} = V_m \cos (\omega t + \frac{2\pi}{3}) \]  \hspace{1cm} (4.9)

where, \( V_m \), is the peak magnitude of the phase voltages, and, \( \omega \), is the electrical angular frequency/speed of the voltage space vector. According to Clarke's transformation [41], the line-to-neutral voltages in the three-phase stationary reference frame can be transformed to a two-phase stationary reference frame through the following expression:

\[
\begin{bmatrix}
  v_{\alpha} \\
  v_{\beta}
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
  1 & -\frac{1}{2} & -\frac{1}{2} \\
  \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} & 0
\end{bmatrix} \begin{bmatrix}
  v_{an} \\
  v_{bn} \\
  v_{cn}
\end{bmatrix}
\]  \hspace{1cm} (4.10)

where, \( v_{\alpha} \) and \( v_{\beta} \), are the \( \alpha \)-axis and \( \beta \)-axis component of the VSI output voltage vector. Substituting expression (4.5) into (4.10), expression (4.10) can be rewritten as follows:

\[
\begin{bmatrix}
  v_{\alpha} \\
  v_{\beta}
\end{bmatrix} = \frac{2}{3} V_{dc} \begin{bmatrix}
  1 & -\frac{1}{2} & -\frac{1}{2} \\
  \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} & 0
\end{bmatrix} \begin{bmatrix}
  a \\
  b \\
  c
\end{bmatrix}
\]  \hspace{1cm} (4.11)
From expression (4.11), by varying the switching vector, \([a \ b \ c]^T\), the \(\alpha\)-axis and \(\beta\)-axis voltages can be obtained for the various states. For example, when \([a \ b \ c]^T = [1 \ 0 \ 0]\), the \(\alpha\)-axis and \(\beta\)-axis voltage vector, \(\begin{bmatrix} v_\alpha \\ v_\beta \end{bmatrix} = \begin{bmatrix} \frac{2}{3} V_{dc} \\ 0 \end{bmatrix}\), the space vector which corresponds to this switching state is \(V_1\) as shown in Figure 4.5. Shown in Table 4.2 are the VSI output phase voltage space vectors corresponding to the different switching states.

### Table 4.2 VSI phase voltage space vectors correspond to different switching states

<table>
<thead>
<tr>
<th>Switching States</th>
<th>Voltage Space Vector</th>
<th>Vectors Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a) (b) (c)</td>
<td>(v_\alpha) (v_\beta)</td>
</tr>
<tr>
<td>0 0 0</td>
<td>0 0</td>
<td>0 0</td>
</tr>
<tr>
<td>1 0 0</td>
<td>(\frac{2}{3} V_{dc}) 0</td>
<td>(\frac{2}{3} V_{dc}) 0</td>
</tr>
<tr>
<td>0 1 0</td>
<td>(-\frac{1}{3} V_{dc}) (\frac{1}{\sqrt{3}} V_{dc})</td>
<td>(-\frac{1}{3} V_{dc}) (\frac{1}{\sqrt{3}} V_{dc})</td>
</tr>
<tr>
<td>1 1 0</td>
<td>(\frac{1}{3} V_{dc}) (\frac{1}{\sqrt{3}} V_{dc})</td>
<td>(\frac{1}{3} V_{dc}) (\frac{1}{\sqrt{3}} V_{dc})</td>
</tr>
<tr>
<td>0 0 1</td>
<td>(-\frac{1}{3} V_{dc}) (-\frac{1}{\sqrt{3}} V_{dc})</td>
<td>(-\frac{1}{3} V_{dc}) (-\frac{1}{\sqrt{3}} V_{dc})</td>
</tr>
<tr>
<td>1 0 1</td>
<td>(\frac{1}{3} V_{dc}) (-\frac{1}{3} V_{dc})</td>
<td>(\frac{1}{3} V_{dc}) (-\frac{1}{3} V_{dc})</td>
</tr>
<tr>
<td>0 1 1</td>
<td>(-\frac{2}{3} V_{dc}) 0</td>
<td>(-\frac{2}{3} V_{dc}) 0</td>
</tr>
<tr>
<td>1 1 1</td>
<td>0 0</td>
<td>0 0</td>
</tr>
</tbody>
</table>
According to Table 4.2, a typical space vector diagram for the two level VSI can be drawn, as shown in Figure 4.5. In this figure, the six active space vectors, $V_1$ through $V_6$, form a hexagon with two zero space vectors, $V_0$ and $V_7$, laying at the central point (origin) of the hexagon. As can be seen in this figure, the hexagon is separated evenly by the active space vectors to six equilateral triangles.

![Figure 4.5 Voltage space vector diagram for the two level VSI](image)

Assuming that the commanded phase voltages of the VSI are sinusoidal three-phase balanced voltages, they will constitute a reference voltage space vector, $V_{ref}$, which rotates at an angular velocity, $\omega = 2\pi f$, where, $f$, is the fundamental frequency of the phase voltages of the VSI.

### 4.2.3 Implementation of the SVPWM
As introduced earlier, the objective of the SVPWM method is to approximate the reference voltage vector, $V_{ref}$, by properly turning the power switches of the VSI "ON" or "OFF". Here, it is assumed that the sampling time, $T_s$, is small enough such that the reference voltage space vector can be regarded as constant during the sampling time. Thus, the reference voltage space vector, $V_{ref}$, can be synthesized by its adjacent active space vectors and zero space vectors [6]. Based on the analysis above, when given the reference voltages, the process of implementing the SVPWM approach can be divided into the following steps:

1. Determine the amplitude of the voltage space vector and its angle;
2. Determine which sector is the voltage space vector in;
3. Calculate the dwell time of the adjacent switch voltage space vectors to synthesize the reference voltage space vector.

### 4.2.3.1 Determination of the voltage space vector

In every sampling time, the reference three-phase line-to-neutral voltages are sent to the SVPWM module as the input signals. Thus, the voltage space vector can be achieved by transforming the three-phase line-to-neutral voltages into $\alpha\beta$-axes reference frame based on expression (4.10). Consequently, the $\alpha$-axis and $\beta$-axis voltage components, $v_\alpha$ and $v_\beta$, can be expressed as follows:

$$v_\alpha = v_{an} - \frac{1}{2} v_{bn} - \frac{1}{2} v_{cn}$$  \hspace{1cm} (4.12)
\[ v_\beta = \frac{\sqrt{3}}{2} v_{bm} - \frac{\sqrt{3}}{2} v_{cn} \]  \hspace{1cm} (4.13)

Based on expressions (4.12) and (4.13), the magnitude and the angle of the voltage space vector can be expressed as follows:

\[ |V_{\text{ref}}| = \sqrt{v_\alpha^2 + v_\beta^2} \]  \hspace{1cm} (4.14)

\[ \theta = \tan^{-1}\left(\frac{v_\alpha}{v_\beta}\right) \]  \hspace{1cm} (4.15)

**4.2.3.2 Determination of the location of the reference voltage space vector**

As stated earlier, the reference voltage space vector is rotating in space with an angular frequency of \( \omega \). In order to properly select the adjacent active space vectors to synthesize the reference voltage space vector, one needs to determine the location of the reference voltage space vector first, that is, which sector is the voltage space vector in. As shown in Figure 4.5, the hexagon formed by the six active space vectors are separated into six equilateral triangles, denoted as sector I through VI. In the SVPWM approach, the combination of the adjacent space vectors to choose to synthesize the reference voltage space vector is dependent on which sector the reference voltage space vector is in. For example, when the rotating reference voltage space vector is in sector I \( (0 \leq \theta < 60^\circ) \), the adjacent switching state voltage vectors, \( V_1, V_2 \) and \( V_0 \), are chosen to synthesize the reference voltage space vector. Table 4.3 shows the angle of the reference voltage space vector and the combination of adjacent space vectors when the reference voltage space vector is in other sectors.
Table 4.3 Determination of the location of the reference voltage space vector

<table>
<thead>
<tr>
<th>Location of the Reference Voltage Space Vector</th>
<th>Angle of the Reference Voltage Space Vector</th>
<th>Combination of the Switch State Voltage Vector to Synthesized the Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sector I</td>
<td>$0^\circ \leq \theta &lt; 60^\circ$</td>
<td>$V_1, V_2$ and zero vector</td>
</tr>
<tr>
<td>Sector II</td>
<td>$60^\circ \leq \theta &lt; 120^\circ$</td>
<td>$V_2, V_3$ and zero vector</td>
</tr>
<tr>
<td>Sector III</td>
<td>$120^\circ \leq \theta &lt; 180^\circ$</td>
<td>$V_3, V_4$ and zero vector</td>
</tr>
<tr>
<td>Sector IV</td>
<td>$180^\circ \leq \theta &lt; 240^\circ$</td>
<td>$V_4, V_5$ and zero vector</td>
</tr>
<tr>
<td>Sector V</td>
<td>$240^\circ \leq \theta &lt; 300^\circ$</td>
<td>$V_5, V_6$ and zero vector</td>
</tr>
<tr>
<td>Sector VI</td>
<td>$300^\circ \leq \theta &lt; 360^\circ$</td>
<td>$V_6, V_1$ and zero vector</td>
</tr>
</tbody>
</table>

4.2.3.3 Dwell time calculation

Figure 4.6 Dwell time calculation diagram when the reference voltage vector is in sector I [6]
It is known that a reference voltage space vector can be synthesized by three stationary adjacent space vectors in each sector. The term, dwell time, indicates how long the corresponding power switches will be turned on during a sampling time, $T_s$. For example, when the reference voltage space vector, $V_{\text{ref}}$, is in sector I, as shown in Figure 4.6, the space vectors, $V_1$, $V_2$ and the zero vectors are selected as the adjacent vectors to synthesize this reference voltage vector, $V_{\text{ref}}$. In this figure, $T_a$, $T_b$ and $T_0$ are the dwell times for the space vectors, $V_1$, $V_2$ and the zero vectors, respectively. If the sampling time, $T_s$, is sufficiently small, according to volt-second balancing principle [6], we have:

$$V_{\text{ref}} T_s = V_1 T_a + V_2 T_b + V_{0/7} T_0$$

(4.16)

$$T_s = T_a + T_b + T_0$$

(4.17)

In expression (4.16), the left term, $V_{\text{ref}} T_s$, can be divided into an $\alpha$-axis component and a $\beta$-axis component, which can be expressed as follows:

**$\alpha$-axis**

$$V_{\text{ref}} T_s \cos(\theta) = V_1 T_a + V_2 T_b = \frac{2}{3} V_{dc} T_a + \frac{1}{3} V_{dc} T_b$$

(4.18)

**$\beta$-axis**

$$V_{\text{ref}} T_s \sin(\theta) = \frac{\sqrt{3}}{3} V_{dc} T_b$$

(4.19)

Solving expressions (4.17), (4.18) and (4.19), the dwell time for the space vectors, $V_1$, $V_2$ and the zero vectors can be expressed as follows:

$$T_a = \frac{\sqrt{3} T_s V_{\text{ref}}}{V_{dc}} \sin \left( \frac{\pi}{3} - \theta \right)$$

(4.20)

$$T_b = \frac{\sqrt{3} T_s V_{\text{ref}}}{V_{dc}} \sin(\theta)$$

(4.21)
Although the dwell time calculation process above is for the reference voltage space vector, $V_{ref}$, in sector I, it can also be applied when the reference vector is in any of the other sectors by modifying the voltage space vector angle, $\theta$, based on the following expression [6]:

$$\theta' = \theta - (k - 1) \frac{\pi}{3}$$

(4.23)

where, $k$, is the sector number, and, $\theta'$, is the modified voltage space vector angle within the range of 0 to $\pi/3$. Since the dwell time of the switching state voltage space vectors has been calculated, the next step is to define the switching sequence. Shown in Figure 4.7 is the most commonly applied seven segments switching sequence when the reference voltage vector is in sector I. The seven segments switching sequence has the advantages that it generates low power losses on the power switches (IGBTs) and it contributes to a low THD in the output voltages of the VSI. The switching sequences for the reference voltage vector when it is in other sectors are shown in Table 4.4.

![Figure 4.7 Seven-segment switching sequence of the SVPWM for sector I](image)

Figure 4.7 Seven-segment switching sequence of the SVPWM for sector I
<table>
<thead>
<tr>
<th>Sect or</th>
<th>Switching Segment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\frac{T_a}{4}$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{T_a}{2}$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{T_b}{2}$</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{T_0}{2}$</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{T_b}{2}$</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{T_a}{2}$</td>
</tr>
<tr>
<td>7</td>
<td>$\frac{T_0}{4}$</td>
</tr>
</tbody>
</table>

**Table 4.4 Seven segment switching sequence**

**4.3 Simulation Results and Analysis**

The simulation parameters and operating conditions are the same as for the control of the generator-side converter, which is shown in Table 3.1. The circuit diagram of the system implemented in MATLAB/Simulink is shown in Figure 3.7, and the control scheme of the grid-side control system is shown in Figure 4.8. The simulation results of the grid-side control are shown in Figures 4.9 through 4.13.

Shown in Figure 4.9 are the grid voltages with a constant magnitude of 690V line-to-line (60Hz). As analyzed earlier in Chapter 3, the power generated by the PMSG is proportional to the wind speed (below the rated wind speed of the system). When the grid voltages are set at constant magnitude and frequency under normal operating conditions,
the grid currents are also proportion to the wind speed. This can be seen in Figure 4.10. The grid currents in the dq-axes reference frame are shown in Figures 4.11 and 4.12. In order to achieve the unity power factor on the grid-side control, the q-axis current is forced to zero. Thus, the magnitude of the d-axis current is equal to that of the grid current space vector, as shown in Figure 4.11. The active power and reactive power injected into the grid are shown in Figure 4.13. From this figure, the reactive power is kept at zero, based on the unity power factor control, and the active power which is controlled by the d-axis current is proportional to the wind speed. Under rated load condition, the active power is slightly lower than 2 MW, this is due to the internal power losses. Based on the analysis above, the control objectives of the grid-side converter have been achieved.
Figure 4.8 Control scheme of the grid-side converter
Figure 4.9 Grid voltages of the system

Figure 4.10 Grid currents of the system
Figure 4.11 The d-axis component of the grid current

Figure 4.12 The q-axis component of the grid current
Figure 4.13 The active and reactive power injected into the grid
Chapter 5: Sliding Mode Observer based Rotor Position and Speed Sensorless Control

As introduced earlier in Chapter 3, the implementation of the FOC approach needs the rotor position and speed information of the PMSG. The speed of the rotor is needed to set up the speed feedback loop for the FOC approach, while the information of the rotor position is the prerequisite to perform the coordinate transformation. Conventional methods to achieve the rotor position information are usually based on an encoder or transducer mounted on the rotor shaft. However, the presence of such electrical sensors reduces the reliability of the system, and the failure of the rotor shaft speed sensor will cause the malfunction of the whole system, which results in a significant reduction of the power production of the wind turbine generator system. Based on this issue, a sliding mode observer (SMO) based PMSG rotor position and speed sensorless control strategy will be presented in this chapter in order to eliminate the presence of the rotor shaft speed sensor. In this chapter, the principle of the sliding mode control algorithm will be analyzed, and the simulation results will be given to validate the speed sensorless control algorithm.

5.1 Sliding Mode Control

In Chapter 2, the voltage functions of the PMSM in the $dq$-axes reference frame were expressed as follows:
Transforming the voltage functions into the $\alpha\beta$-axes reference frame, the state space functions of the PMSM can be rewritten as follows:

\begin{align*}
    v_{ds} &= R_s i_{ds} + L_d \frac{di_{ds}}{dt} - \omega_e L_q i_{qs} \quad (2.12) \\
    v_{qs} &= R_s i_{qs} + L_q \frac{di_{qs}}{dt} + \omega_e L_d i_{ds} + \omega_e \lambda_r \quad (2.13)
\end{align*}

where, $i_{as}$ and $i_{\beta s}$, are the stator currents in the $\alpha\beta$-axes reference frame, and, $v_{as}$ and $v_{\beta s}$, are the stator voltages in the $\alpha\beta$-axes reference frame. Here, $e_{as}$ and $e_{\beta s}$, are the $\alpha\beta$-axes back EMFs which can be expressed as follows [34]:

\begin{align*}
    e_{as} &= -\lambda_r \omega_e \sin \theta_r \quad (5.3) \\
    e_{\beta s} &= \lambda_r \omega_e \cos \theta_r \quad (5.4)
\end{align*}

where, $\omega_e$, is the electrical angular speed of the rotor, while, $\lambda_r$, is the peak/maximum phase flux linkage due to the rotor-mounted PMs. As can be seen in equations (5.3) and (5.4), the back EMF contains the information of the rotor speed, $\omega_e$, as well as the rotor angle, $\theta_r$, which means that by estimating the back EMF, one will be able to obtain the information on the rotor position and speed. As introduced earlier, the sliding mode observer based rotor position and speed estimation method is back EMF based sensorless control. By building the sliding mode observer, one will be able to estimate the back EMF, further estimate the rotor position and speed.
According to the SMO theory [27], [28], [33], the sliding mode observer for the PMSG can be expressed as follows [31]:

\[
\frac{di_{as}^{est}}{dt} = -\frac{R_s}{L_s}i_{as}^{est} + \frac{1}{L_s}v_{as} - k \cdot \text{sgn}(i_{as}^{est} - i_{as})
\]  

(5.5)

\[
\frac{di_{\beta s}^{est}}{dt} = -\frac{R_s}{L_s}i_{\beta s}^{est} + \frac{1}{L_s}v_{\beta s} - k \cdot \text{sgn}(i_{\beta s}^{est} - i_{\beta s})
\]  

(5.6)

where, \(i_{as}^{est}\) and \(i_{\beta s}^{est}\), are the estimated values of the stator currents. Here, \(k\), is the switching gain, while, \(\text{sgn}(i_{as}^{est} - i_{as})\) and \(\text{sgn}(i_{\beta s}^{est} - i_{\beta s})\), are the signum functions based on the error of the estimated stator currents and the actual stator currents. The property of the signum function can be expressed in Figure 5.1 and the following expression:

\[
\text{sgn}(x) = \begin{cases} 
-1 & (x < 0) \\
0 & (x = 0) \\
1 & (x > 0) 
\end{cases}
\]  

(5.7)

Figure 5.1 Operation properties of the signum function
Here, one defines the current error vector as:

$$\varepsilon_i(\alpha, \beta) = \begin{bmatrix} i_{\alpha \text{est}} \\ i_{\beta \text{est}} \end{bmatrix} - \begin{bmatrix} i_{\alpha s} \\ i_{\beta s} \end{bmatrix}$$

(5.8)

and one defines the back EMF error vector as:

$$\varepsilon_e(\alpha, \beta) = \begin{bmatrix} e_{\alpha \text{est}} \\ e_{\beta \text{est}} \end{bmatrix} - \begin{bmatrix} e_{\alpha s} \\ e_{\beta s} \end{bmatrix}$$

(5.9)

In this sliding mode observer, the sliding surface is defined by the following expression:

$$s(x) = \varepsilon_i(\alpha, \beta) = i_{\alpha \text{est}} - i_{\alpha s} = 0$$

(5.10)

The sliding surface is actually the ideal state trajectory of the sliding mode observer that the estimated stator currents are equal to the actual stator currents. However, this ideal sliding mode exists only when the switching frequency is infinitely high. In actual systems, the finite switching frequency makes the operation of the observer oscillate within a neighborhood of the sliding surface [35]. This oscillation is called chattering. In the sliding mode observer in expression (5.5) and (5.6), the signum functions are the feedback inputs for the observer. The value of the feedback input is based on the error of the estimated stator currents and the actual stator currents. This means that in every sampling time, the estimated stator currents are compared with the actual stator currents, by sending their errors to the signum functions, which will output a proper feedback control signal to the observer to make sure that the observer is operating along the predefined sliding surface.

The sliding mode will occur only if the value of the switching gain, $k$, is high enough to meet the sliding mode condition which can be expressed as [36]:

...
\[ s^T \frac{ds}{dt} = \varepsilon_i(\alpha, \beta)^T \cdot \frac{d}{dt} \varepsilon_i(\alpha, \beta) < 0 \quad (5.11) \]

When the sliding mode occurs, we have:

\[ \varepsilon_i(\alpha, \beta) = \frac{d}{dt} \varepsilon_i(\alpha, \beta) = 0 \quad (5.12) \]

Let us make subtractions between the sliding mode observer expressions (expressions (5.5) and (5.6)) and the original state space function of the PMSG (expressions (5.1) and (5.2)), we have:

\[
\frac{d}{dt}(i_{\text{est}}^{\alpha s} - i_{\alpha s}) = - \frac{R_s}{L_s}(i_{\text{est}}^{\alpha s} - i_{\alpha s}) - \frac{1}{L_s}(e_{\text{est}}^{\alpha s} - e_{\alpha s}) + Z_{\alpha} \quad (5.13)
\]

\[
\frac{d}{dt}(i_{\text{est}}^{\beta s} - i_{\beta s}) = - \frac{R_s}{L_s}(i_{\text{est}}^{\beta s} - i_{\beta s}) - \frac{1}{L_s}(e_{\text{est}}^{\beta s} - e_{\beta s}) + Z_{\beta} \quad (5.14)
\]

where, \( Z_{\alpha} = -k \cdot \text{sgn}(i_{\text{est}}^{\alpha s} - i_{\alpha s}) \) and \( Z_{\beta} = -k \cdot \text{sgn}(i_{\text{est}}^{\beta s} - i_{\beta s}) \), which are denoted as the switching functions. When the sliding mode occurs, substituting equation (5.12) into expressions (5.13) and (5.14), we have:

\[
\frac{1}{L_s}(e_{\text{est}}^{\alpha s} - e_{\alpha s}) = Z_{\alpha} \quad (5.15)
\]

\[
\frac{1}{L_s}(e_{\text{est}}^{\beta s} - e_{\beta s}) = Z_{\beta} \quad (5.16)
\]

Form expressions (5.15) and (5.16), the switching functions contain the information of the back EMFs, a typical method to achieve the estimated back EMFs is to apply a low-pass filter at the output of the switching functions [31], which can be expressed as:

\[ e_{\alpha s}^{\text{est}} = \frac{\omega_{\text{cutoff}}}{s + \omega_{\text{cutoff}}} \cdot Z_{\alpha} \quad (5.17) \]
Where, \( \omega_{cutoff} \), is the cutoff frequency of the low-pass filter. Thus, the estimated rotor position angle, \( \theta^{est}_r \), can be expressed as follows:

\[
\theta^{est}_r = -\tan^{-1}\left(\frac{e^\alpha_{est}}{e^\beta_{est}}\right)
\]  

(5.19)

The phase angle shift due to the low-pass filter can be expressed as follows [37]:

\[
\Delta\theta_r = \tan^{-1}\left(\frac{\omega_e}{\omega_{cutoff}}\right)
\]  

(5.20)

Where, \( \Delta\theta_r \), is the rotor position angle compensation. The block diagram of the sliding mode observer is shown in Figure 5.2, and the control scheme of the whole system including the sliding mode observer is shown in Figure 5.3.

Figure 5.2 Block diagram of the sliding mode observer
Figure 5.3 Control scheme of the wind turbine generation system including the sliding mode observer

5.2 Simulation Results and Analysis

The simulation parameters and operation conditions are shown in Table 3.1. The simulation results are shown in Figure 5.4 through 5.7.
Figure 5.4 Estimated and actual rotor speed

Figure 5.5 Estimated and actual rotor speed (wind speed=8m/s)
Figure 5.6 Estimated and actual rotor speed (wind speed=13m/s)

Figure 5.7 Estimated and actual rotor position angle
Figure 5.4 shows the simulation results of the estimated and actual rotor angular speed of the PMSG in electrical radian per second. Shown in Figures 5.5 and 5.6 are the zoom-in waveforms of the estimated and actual rotor speed when the wind speed is 8m/s and 13m/s (rated wind speed), respectively. As can be seen in these figures, the estimated values of the rotor speed correlate well to the actual rotor speeds, they almost overlap with each other. The band shape estimated rotor speed profile is due to the chattering effect of the SMO which has been introduced earlier.

Figure 5.7 shows the estimated and actual rotor position angle. From this figure, the estimated rotor position angle correlates well to the actual rotor position value. Again, the band shape estimated rotor position angle is due to the chattering effect of the sliding mode observer.

Based on the simulation results and the analysis, the proposed sliding mode observer based rotor speed and position sensorless control algorithm has been validated.
Chapter 6: Conclusions and Future Work

6.1 Conclusions

In this thesis, several important control algorithms for the wind turbine PMSG systems were studied and analyzed. In order to further validate the control methods, the control algorithms were applied to a case study 2 MW wind turbine PMSG system and a simulation study was performed in this thesis.

For the generator-side converter control, the optimal tip-speed ratio based MPPT control algorithm and vector control method were applied. From the simulation results, the MPPT method has shown the capability of controlling the wind turbine PMSG to generate the maximum power at different wind speeds. In addition, the high dynamic performance of the vector control method was also indicated in the simulation results, that is, when the wind speed changed, the generator speed which was controlled by the vector control algorithm reacted to the wind speed change very fast. Thus, for the wind turbine PMSG systems require high dynamic performance and high power capture efficiency, the optimal tip-speed ratio based MPPT control and vector control algorithms are qualified candidates.

For the grid-side converter control, the voltage oriented control algorithm was applied in this case study. By decoupling the active and reactive power components of the grid current, the voltage oriented control algorithm has the capability to control the active power and reactive power injected into the grid easily with high dynamic
performance. Thus, for the wind generation systems need to output the power with controllable power factor, the voltage oriented control method is a ideal selection.

In order to eliminate the PMSG rotor shaft sensor which would increase the hardware complexity as well as the cost of the system, a sliding mode observer based PMSG rotor position and speed self-sensing control was applied in this system. The simulation results indicated that the estimated rotor position and speed correspond to their actual values well. However, the chattering effect will increase the torque ripples of the PMSG and bring additional mechanical stress on the rotor shaft.

6.2 Future Work

In this thesis, a simulation study was carried out to validate the proposed control algorithms for a 2 MW wind turbine PMSG system. In order to further test the performance of the control algorithms, an experimental test needs to be done in the future research work. What is more, for the chattering effect of the sliding mode observer, effective mitigation methods need to be studied to alleviate the unwelcome effects brought by the chattering effect.
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