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ABSTRACT 

OPTIMIZATION OF THE BOWTIE GAP GEOMETRY FOR A MAXIMUM 

ELECTRIC FIELD ENHANCEMENT 

 

 

Tsenguun Byambadorj, B.S. 

Marquette University, 2016 

 

 

Optimization of the geometry of a metallic bowtie gap at radio frequency is 

presented in this thesis. Since the design and fabrication of a plasmonic device (nanogap) 

at nanoscale is challenging, the results of this study can be used to estimate the best 

design parameters for nanogap structure. The geometry of the bowtie gap including gap 

size, tip width, metal thickness, and tip angle are investigated at macroscale to find the 

maximum electric field enhancement across the gap. This thesis focuses on the 

simulation portion of a work that consists of experimental and simulation platforms. 

The simulation platform is created by NEC modeling system using antenna 

segments. The results indicate that 90° bowtie with 0.06 λ gap size has the most |Et|
2 

enhancement. Different amounts of enhancement at different frequency ranges are 

explained by mode volume. The product of the mode volume and |Et|
2 enhancement is 

constant for different gap structures and different frequencies.
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1. Introduction 

1.1 Motivation 

The ability to see matters with our own eyes allows us to discover and create new 

things. In my native language Mongolian, there is a saying that goes, “better see it once 

instead of hearing it a thousand times”. From the beginning of time, people believed that 

the earth was flat because it looked flat from where they stood. There was no reason not 

to think so until Aristotle presented an argument in the 4th century BC based on the ever-

changing round shadow of earth on moon [1]. Thus, the geocentric model of universe was 

proposed and believed for hundreds of years, which assumed that the spherical earth was 

in the center of the universe while the sun and other planets circled it around [2]. The 

father of observational astronomy Galileo Galilei invented an optical instrument in 1609 

that allowed people to see outer space with their own eyes. The astronomical 

observations made possible by the telescope convinced people that the earth revolved 

around the sun [3]. Later in the 17th century, optical microscope was developed for 

observation of small objects, which advanced the study of life and living organisms 

significantly. Scientists were able to observe and influence how microorganisms and cells 

behaved, which led to the discovery of drugs that save millions of lives [4]. 

In the 21st century, studying the interactions of macromolecules such as DNA and 

RNA with other molecules and biomaterials helps discover their defects and develop new 

drugs to cure diseases. The conventional method to test how a certain molecule responds 

to drugs is to study how the entire population responds. However, it has been shown that 

averaging the signals of molecule population can be misleading [5] [6]. Individual 

molecules can exhibit different chemical and biological characteristics than the average 
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of the population. Single-molecule study techniques are free from inhomogeneity and 

ensemble averaging errors. Single-molecule detection (SMD) and analysis provide 

resolution that population measurement cannot [5]. Unfortunately, detecting a single 

molecule is a challenging task due to its physical size because the resolution of optical 

microscopy is limited by the laws of diffraction. Objects comparable to visual light 

wavelength (400-700 nm) in size cannot be imaged properly due to diffraction [7]. 

Therefore, single-molecule study requires advanced imaging techniques [8] [9]. 

1.2 Subwavelength Imaging Techniques 

Single molecule imaging techniques are divided into two categories: optical- and 

force-based. Optical-based techniques include electron, fluorescence, and near-field 

microscopy. Force-based techniques consist of variety of scanning probe microscopies 

such as atomic force microscopy and chemical force microscopy. There are advantages 

and disadvantages to each of these microscopies [10]. 

Electron microscopy (EM) uses accelerated electrons as a source instead of light, 

and detects electrons that are transmitting, reflecting, or scattering from the sample. The 

resolution of electron microscopy has reached less than a nanometer, as the wavelength 

of electron is significantly shorter than that of visible light. However, EM is not 

compatible with biological samples because the sample under test gets electrically 

charged by high voltage electron gun. In addition, the sample must be in vacuum so that 

air molecules do not interfere with the electrons. EM is compatible with conductive 

nonbiological samples such as metal nanostructures and silicon-based MEMS [11]. 
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Fluorescence microscopy uses light emitting properties of fluorescent chemical 

compounds by chemically attaching them to molecule under study. It is ideal for tracking 

the movement, monitoring the physical changes, and response to environment change 

[12]. However, optical signal from a single dye is very weak to distinguish from the 

background noise. The excited electrons of the fluorescent dye typically emit visual light. 

Large fluorescent dyes can hinder the molecules while small dyes are difficult detect due 

to diffraction limit. Fluorescence microscopy cannot account for structural changes and 

reactions with other molecules. 

Scanning probe microscopy (SPM) uses physical probes with sharp tips to scan 

the sample surface. SPM can operate with the probe physically touching the surface 

(contact mode) or oscillating without touching (non-contact mode). The resolution can 

reach atomic level as the tip of the probe can interact and detect with individual atoms. It 

is suitable to investigate the surface of solid specimen. SPM is compatible for studying 

the force and extension of molecule bonds by attaching it to the surface and the tip, and 

retracting the probe away from the surface. However, SPM lacks chemical specificity and 

is not suitable for investigating time-dependent interaction between molecules and real-

time detection [13]. 

1.3 Near-field Imaging 

Near-field scanning optical microscopy (NSOM) surpasses the lower resolution 

boundary due to diffraction by detecting light at a distance much smaller than 

wavelength, i.e., before it diffracts. The light coming out of a molecule is detected before 

diffracting away from it. NSOM allows single-molecule detection as the resolution 
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becomes attainable. Raman spectroscopy is one of the most popular NSOM. In Raman 

spectroscopy, the sample is illuminated with laser beam and the reflection is collected by 

a lens through the aperture. The laser wavelength ranges from ultraviolet (10-380 nm) to 

near infrared (700-2500 nm). Depending on the characteristics of the small particles 

under excitement, energy of the laser collected by the lens is shifted from that of the 

illumination laser. The photons scattered from the sample can be either higher or lower 

energy than the incoming photons. Molecules are identified using Raman spectroscopy 

based on their unique vibrational information depending on their chemical bonds, known 

as a fingerprint of a molecule. It is also used for quantitatively mapping the individually 

identified particles based on many qualitative spectral information [14] [15] [16]. 

The scattering photons from the sample are called Stokes shifted if they have 

lower energy than the illuminated photons, anti-Stokes shifted if higher energy, and 

Rayleigh scattered if unchanged. Majority of the scattering photons simply reflect back 

without any energy change and are filtered out from the photons that contain critical 

information of the sample. The Stokes and anti-Stokes shifted photons typically have 

very low intensity as some of them are filtered along with the Rayleigh photons. 

Therefore, enhancement techniques have been developed to increase the sensitivity and 

resolution. 

One of these techniques is called surface-enhanced Raman spectroscopy (SERS). 

When a metal receives incident electric field, the free electrons accelerate and decelerate 

at the frequency of the incident field and generate electric field in all directions with 

lower amplitude due to loss. At the resonance frequency, called plasma frequency, the 

free electrons oscillate together in bulk with negligible loss, creating the plasmons. Due 
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to the lossless oscillation and incident field direction, plasmons of metal nanostructures 

generate localized and enhanced electric field. Raman spectroscopy utilizes this property 

of plasmons to enhance the electric field of incident laser without requiring a powerful 

laser. Metal nanostructures with nanometer-size gaps have shown high electric field 

enhancement inside the gap region due to the coupling of plasmons on either side. The 

resultant electric field is used for single molecule detection, as well as photodetection, 

subwavelength-resolution optical imaging, and single photon source [17] [19]. 

1.4 Objective of Thesis 

The electric field enhancement generated by plasmons needs to be highest to 

boost Raman spectroscopy efficiently. The shape of the nanostructure heavily influences 

the enhancement factor. In particular, bowtie structures, two triangles placed in tip-to-tip 

configuration, have shown higher enhancement compared to other structures such as 

spheres and rectangles due to the plasmon collection at the tips [20]. 

Even in bowtie configuration, the electric field enhancement highly depends on 

the geometry of the structure. The geometry of the bowtie structure affects the coupling 

efficiency between the metals and incident field, and result in different enhancement 

amounts. Even though modern fabrication techniques such as focused-ion-beam, milling, 

and electron beam lithographies are able to produce nanostructures with gap size of few 

nanometers, fabricating the nanostructures with precise geometric variations to study 

their effects on electric field enhancement is challenging. However, the bowtie structures 

can be fabricated easily and their geometric effects can be studied in macroscale [17]. 
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The purpose of this thesis is to determine the optimal geometry for maximum 

electric field enhancement in macroscale bowtie structures using radio frequency 

electromagnetic field source. The response of the electric field enhancement platform is 

simulated via the Numerical Electromagnetics Code (NEC-2). NEC-2 is a publicly 

available antenna-modeling program for electromagnetic analysis and response of 

antennas and metal structures. The bowtie structures with different tip angle, thickness, 

and gap size are modeled using antenna segments to determine the optimal design 

parameters for maximum electric field enhancement. 

1.5 Thesis Outline 

In Chapter 1, the purposes of imaging small objects and the common techniques 

are introduced. The objective of the thesis and how it is approached are briefly explained. 

Chapter 2 covers subwavelength imaging in detail. The techniques to improve 

biocompatible near field imaging by using plasmonic properties of metal nanostructures 

are discussed. Chapter 3 justifies the approach of this work via NEC-2 simulations. The 

way metal nanostructures and the excitation field in optical frequency are converted to 

macroscale model and radio frequency excitation field are described. In Chapter 4, the 

simulation results are presented. The optimal geometry parameters for maximum electric 

field enhancement are obtained from NEC-2. Finally, Chapter 5 concludes the thesis by 

summarizing the results and providing suggestions for future work. 
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2. Subwavelength Imaging and Plasmonics 

2.1 Single Cell Imaging 

Since the inception of time, humans have been discovering new things, traveling 

unexplored areas, and learning about nature. For every limitation to what we can do, a 

new technology and equipment were developed. With the invention of microscope in the 

17th century, the field of biology and medicine took a huge step towards discovering 

small organisms and their behaviors. Cell is the smallest unit of living organisms with 

individual biological properties. By visualizing cells under microscope, scientists were 

able to test drugs and find cures to diseases. Because biological studies typically 

investigate the behavior and response of large populations of cells to different 

environment and stimuli, the resulting signals must be averaged to find the response of 

that cell. However, the averaging of the cell population signals can be misleading due to 

inhomogeneity of the population [5] [6]. The signal of an individual cell is free of 

ensemble averaging errors and represents the true response of the cell [5]. Therefore, 

single cell biology is important to eliminate the errors and limitations of cell population 

studies. 

The conventional optical microscope has high enough resolution to image a single 

cell, which typically has diameter of 1-100 µm. With immobilization and measurement 

techniques, biologists can capture cells with visual confirmation and test individually 

[21]. 
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It is difficult to image living cells with bright-field microscope because they typically 

lack pigments that distinguish the features. Therefore, detection and imaging 

enhancement techniques have been developed for cell biology. 

Fluorescent microscopy is a common technique that chemically labels the cells 

with fluorescent strains, which emit light upon excitation of the incident light. Based on 

the fluorescence emission, single cell detection is accomplished. Biological fluorescent 

strains are created to bind with and image the desired sample. Figure 2-1 shows the 

imaging of yeast cells without and with fluorescent tagging. Membrane proteins fused 

with fluorescent markers allow high definition of the membrane, which is difficult to 

distinguish. However, there are disadvantages in fluorescent strains such as phototoxicity, 

photobleaching, and invasiveness. The energy absorbed from light produces molecular 

changes that are toxic for the labeled cells. Due to the fading of the fluorescent effect of 

the strains, photobleaching, fluorescent microscopy cannot be used over extended period 

of time to study the cells. Finally, the strains reveal no specific information of the 

targeted cell, and can only be used for detection [22]. 
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(a)                                                                     (b) 

Figure 2-1 a) Normal Yeast Cell under Conventional Optical Microscope, b) Yeast cell 

membrane visualized by membrane proteins fused with RFP and GFP fluorescent 

markers [Public Domain Figure]. 

Phase Contrast Microscopy is an optical microscopy technique that converts 

phase shift in light passing through the transparent specimen to brightness changes. The 

invisible phase shift becomes visible when converted to brightness variations. 

Permittivity is a material property that affects the Coulomb force between energy 

carrying electrons. When light travels through a medium with relative permittivity higher 

than 1 (vacuum), the amplitude and phase of the wave change due to the light and 

material interaction. The change in amplitude, due to scattering and absorption, is 

observed as brightness while the change in phase is invisible to human eyes. Phase 

contrast microscopy makes the phase change visible and thus reveals many transparent 

structures and features of cells. Other phase-imaging techniques have been developed for 

cell imaging [23] [24]. For example, Differential Interference Contrast microscopy 
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creates artificial shadow to enhance features of cells. Figure 2-2 shows the cell division 

process of yeast cells under phase contrast microscope. 

 

Figure 2-2 Phase Contrast Microscopy Image of Yeast Cell Division [Public Domain 

Figure]. 

Cells in human body are larger than a micrometer. Despite many challenges, cell 

study has significantly improved thanks to their convenient size. Because cells contain 

various organelles with multiple functionalities to survive, the overall size cannot be too 

small [25]. 

2.2 Single Molecule Imaging 

The next level of biological structures and systems that defines life is 

biomolecular complex, a group of molecules such as protein, carbohydrates, DNA, and 
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RNA [26]. Properties of certain molecules are typically studied based on the reactions 

and interactions of the population of molecules. However, a single molecule study has 

been of interest since the 1990s because it provides high resolution and information that 

population measurement cannot. The highest resolution measurement that can be done in 

analytical chemistry is single molecule. Counting the solute molecules is the most 

accurate way to determine low concentrations. For example, benzene derivatives are 

studied at a part per billion (ppb) concentration. The maximum contaminant level for 

benzene in drinking water is set 5 ppb in the United States [27]. 

The quantitative information of molecular population can be misleading in many 

scenarios. The errors in transcription (DNA to RNA) and translation (RNA to protein) are 

averaged and contribute to the actual sequence analysis. Molecules with same primary 

sequence and molecular heterogeneity can result in different conformations and reaction 

rates. In these cases, single-molecule detection and analysis can provide full 

characterization of its behavior [28]. 

Furthermore, due to the high sensitivity and accuracy, single molecule detection 

(SMD) is of interest for detection of cell diseases, cancers, and genomic structural 

variants. Conventional genomic detection methods can give false results due to 

disadvantages like long experimental time, high cost, and contamination. In-solution and 

on-solid-surface optical SMD techniques have advanced biochemical and biophysical 

studies significantly [29]. 
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2.3 Diffraction Limit 

Although perfect for imaging small objects like cells, the previously mentioned 

optical microscopy techniques share one common limitation known as the diffraction 

limit. Due to the diffraction of light, optical microscope is unable to image objects as 

small as molecules. 

In the 17th century, Dutch mathematician and scientist Christiaan Huygens 

proposed a theory about the way light travels as a wave. Huygens’ principle suggests that 

every point on a wavefront of plane wave can be considered as a source of secondary 

spherical wavelet that travels in the forward direction at the speed of light. These 

infinitesimally small wavelets pulsate light in all directions at a specific frequency [30]. 

 

Figure 2-3 Plane Wave that Consists of Individual Hyegens’ Wavelets Forming a Planar 

Wavefront [31]. 
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When a plane wave of light meets an obstacle in its path, some of the wavelets are 

blocked while the unblocked wavelets continue traveling as a plane wave. The wavelet at 

the boundary of the obstacle, i.e. the diffraction point, acts as a point source and 

generates spherical wave, which can be expressed in three-space dimensions by [8] 

𝛻2𝑈 + 𝑘2𝑈 = 0                                                      (1)           

where 

𝛻2𝑈 =
1

𝑟2

𝜕

𝜕𝑟
(𝑟2

𝜕𝑈

𝜕𝑟
) +

1

𝑟2𝑠𝑖𝑛𝜃

𝜕

𝜕𝜃
(𝑠𝑖𝑛𝜃

𝜕𝑈

𝜕𝜃
) +

1

𝑟2𝑠𝑖𝑛2𝜃

𝜕2𝑈

𝜕𝜑2
                (2)           

where U is the amplitude of the wave at (r,θ,𝜑) spherical coordinates. 

English polymath and physician Thomas Young experimentally showed the 

pattern of diffracted light using single- and double-slit screens. Young’s experiment 

demonstrated two important phenomena for optical microscopy. Firstly, when the size of 

the single-slit becomes smaller, the pattern on the screen becomes wider and less focused 

(Figure 2-4). Secondly, the diffracted light rays from the double-slit creates constructive 

and destructive interferences (Figure 2-5). 
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Figure 2-4 Single-Slit Diffraction Pattern [Public Domain Figure]. 

 

 

Figure 2-5 Double-Slit Constructive and Destructive Pattern [Public Domain Figure]. 
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The propagation of far field light can be modeled by Fraunhofer diffraction 

equation (3) [32]. 

U(𝑥, 𝑦, 𝑧)~ ∬ 𝑃(𝜉, ղ)
∞

−∞

∙ e
𝑖(

𝑘
2𝑠′)[𝜉2+ղ2]

∙ e
−𝑖(

𝑘
𝑠′)[𝑥𝜉+𝑦ղ]

∙ 𝑑𝜉𝑑ղ              (3)           

where k is momentum, s’ is distance from the origin, ξ and ղ are Cartesian coordinates on 

the aperture plane, and P(ξ,ղ) is the pupil function, which is defined in absence of 

aberration and pupil absorption, as 

𝑃(𝜉, ղ) = {
1      𝑖𝑛𝑠𝑖𝑑𝑒 𝑡ℎ𝑒 𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒
0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                   

                                 (4)           

In optical microscopy, the objective lens captures the combination of reflected 

and diffracted light to image the object. When the object is large, the diffracted light is 

insignificant compared to the reflected light. On the other hand, when the object is small 

enough so that the diffracted light dominates, it is difficult to focus the small amount of 

scattered light optically (Young’s single-slit experiment). When the diffracted rays are 

focused by the objective lens, the focused field distribution can be mathematically 

expressed by the Fourier transformation of the propagated field function. 

The numerical aperture of the objective lens, the angle over which light can be 

accepted, plays an important role in focusing the diffracted light. The diffracted light rays 

focused by the objective lens produce a pattern of bright and dark rings, called an Airy 

disc, due to interference of the light rays with different phases (Young’s double-slit 

experiment). The intensity distribution of the pattern focused by a circular objective lens 

was derived by Airy as: 



16 
 

𝐼(𝑤) = 𝐶2(𝜋𝑎2)2 ∙ [
2𝐽1(2𝜋𝑎𝑤)

2𝜋𝑎𝑤
]

2

                                            (5)           

where a is aperture radius, w is distance from the origin, and J1(x) is Bessel function of 

order one. 

The pattern of the focused light is a central bright spot surrounded by dark and 

bright concentric rings, known as Airy disc [7]. The radius of the bright spot is 

determined by the first minimum null, which occurs at x=1.22π. When two Airy discs are 

located nearby, the intensities overlap and the bright spots become indistinguishable. 

 

Figure 2-6 The intensity distributions of Airy discs. a) A single Airy disc, b) Non-

overlapping Airy discs as a result of distinguishable objects, c) Overlapping Airy discs as 

a result of indistinguishably close objects [33]. 

The resolution of optical microscopy is defined by the minimum distance between 

two distinguishable, non-overlapping points as 

𝑟 =
1.22 ∙ 𝜆

2 ∙ 𝑁𝐴
                                                                   (6)           
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where r is spot radius, λ is light wavelength, and NA is numerical aperture of the 

objective lens. The numerical aperture of the objective lens is defined by the refractive 

index of the medium n and half of the maximum angle θ of the cone of light that can 

enter the lens. 

𝑁𝐴 = 𝑛 ∙ 𝑠𝑖𝑛𝜃                                                                (7)           

With the maximum numerical aperture of 1.3-1.4 for high magnification objective 

lenses, the highest resolution of the optical microscopy technique is limited by the laws 

of diffraction to image objects smaller than a few hundreds of nanometers. This includes 

viruses and molecules with typical sizes of 20-400 nm and less than 10 nm, respectively. 

To detect and investigate the properties of subwavelength objects like molecules, more 

advanced imaging techniques with higher resolution are developed [8] [9]. 

2.4 Near-Field Scanning Optical Microscopy (NSOM) 

One of the subwavelength imaging techniques is near-field scanning optical 

microscopy. By investigating the features of a subwavelength size object at a distance 

much smaller than the incident light wavelength, the limitation posed by diffraction can 

be avoided. Instead, the resolution is limited by the size of the detector aperture. NSOM 

has achieved resolution less than a nanometer. Near-field imaging techniques are divided 

into two categories: force- and optical-based. 

2.4.1 Force-Based Near-Field Imaging 

The first force-based near-field imaging technique, scanning tunneling 

microscope (STM), was developed in 1981 at IBM. STM is based on the measurement of 
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quantum tunneling of electrons that travel from metal tip to sample surface or vice-versa 

when a voltage-biased probe with atomically sharp tip is brought near the sample. Precise 

control of the tip in all three dimensions is required to map the surface at high resolution. 

By measuring the electric current passing from the sample’s atoms through the tip, the 

individual atoms are mapped. When the tip moves in XY-plane, the distance from the 

surface atoms and tunneling current change. There are constant height mode of operation 

based on the current changes, and constant current mode of operation based on the height 

change necessary to maintain constant current. 

Based on STM, many other force-based scanning probe microscopies (SPM) are 

developed such as atomic, electrostatic, fluidic, and piezoresponse force microscopy. 

Similarly, SPM techniques use physical probes with sharp tips to scan the sample surface. 

SPM can operate with the probe physically touching the surface (contact mode) or 

oscillating without touching (non-contact mode). The resolution reaches atomic level as 

the tip of the probe can interact with and detect individual atoms. It is suitable to 

investigate the surface structure of solid specimen. However, SPM lacks chemical 

specificity that is crucial for biology and medicine. The main disadvantage of using SPM 

for biological applications like single molecule detection is the invasiveness of the probe 

that touches and interacts with free moving small objects. 

2.4.2 Optical-Based Near-Field Imaging 

A single molecule can be optically detected based on absorption, emission, 

scattering, and combination of light. Optical-based NSOM detects the non-propagating 

field from the object under study prior to diffraction. Because the intensity of this field 
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decreases exponentially with distance as it diffracts, the detector is placed as close as 

physically possible, only a few nanometers away from the object. Common optical-based 

NSOM techniques include Raman and fluorescence spectroscopy. Although 

subwavelength size objects like molecules can be detected using fluorescent 

nanoparticles that do not hinder the physical and biological activities of the molecules, 

the previously discussed disadvantages of fluorescence spectroscopy are incompatible 

with some applications. Raman spectroscopy is a label-free, non-invasive NSOM 

technique that provides the optical detection of molecules without the drawbacks of 

fluorescent. Raman spectroscopy is not interfered by water, which enables detection and 

study of aqueous based chemicals and biological samples. Compare to AFM, the Raman 

scattering experiments can be performed within seconds, allowing quick feedback of 

physical movement and interaction. 

2.5 Raman Spectroscopy 

Molecular spectroscopy studies the absorption of light by molecules. Molecules 

exhibit absorption depending on their chemical composition and energy states. The 

chemical combination of the atoms provides unique energy states and spectra of 

transitions between these states. The energy of a molecule consists of translational, 

electronic, rotational, and vibrational energies. The pattern of molecular energy is a 

unique characteristic that depends on the composition of the molecule. Recognition of the 

features of such pattern is enough to identify a molecule. Raman spectroscopy provides 

unique fingerprints of molecules based on the vibrational and rotational energy states. 

Molecular rotation gives rise to absorption in microwave and far infrared regions while 

molecular vibrations give rise to absorption in most of the infrared region. Furthermore, 
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the oscillating field of incident laser interacts with the molecules through their 

polarizability, which is determined by the electron cloud’s ability to interact with electric 

field. Hard molecules with strong electric dipole moment such as water have weak 

Raman scattering while soft molecules such as benzene have strong Raman scattering 

[14] [15] [16].  

In Raman spectroscopy, the sample under investigation is illuminated by a laser 

beam with wavelength ranging from ultraviolet to near-infrared. When the laser interacts 

with the sample, the photons are absorbed to excite the molecules to higher vibrational 

and rotational energy states. As the molecules relax back to lower energy states, the 

reemitted photons scatter with increased or decreased energy depending on the difference 

between the initial and final energy states ∆𝐸𝑚. The amount of differential photon energy 

emitted or absorbed by the molecule is expressed as 

 ∆𝐸𝑚 = 𝐸𝑝 = ℎ𝑓                                                         (8)           

where h is Planck’s constant (6.6256x10-34 joule·sec) and f is frequency. If the final 

energy state is higher, the molecule absorbs photons and gains ∆𝐸𝑚 energy. If the final 

energy state is lower, the molecule emits more photons and loses ∆𝐸𝑚 energy.  

The electromagnetic absorption and emission of the sample are characterized by 

the wavenumber 𝑣. The wavenumber (cm-1) is a number of waves in 1 cm long wave 

train. 

𝑣 =
∆𝐸𝑚

ℎ𝑐
=

1

𝜆
=

𝑓

𝑐
                                                         (9)           
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where λ is wavelength, 𝑓 is frequency, and c is speed of light (2.99x1010 cm/s). The 

intensity of Raman scattering is quantified by the counts of detected photons per second. 

As this value depends on many apparatus-specific parameters, in most instances only 

relative intensities represent physically meaningful quantities. Thus, the Raman intensity 

scale is typically expressed in terms of arbitrary units or the scale is even omitted [6]. 

Given the characterization of a known sample, an unknown sample can be detected based 

on the comparison of the results. Figure 2-7 shows the Raman scattering of single layer 

carbon (graphene), multiple layers of carbon (graphite), suspended graphene, and 

graphene on substrate. Due to its unique electrical properties, graphene has become one 

of the popular materials of interest in 21st century [34]. The quality and property of 

graphene can be studied by the known Raman scattering of graphene, shown in Figure 2-

7. 

Figure 2-7 Raman Scattering of Graphene [35]. The intensity peaks allow one to 

distinguish the quality of graphene. 
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Table 2-1 shows the examples of Raman scattering frequencies of some organic 

compounds [18]. For instance, the asymmetric and symmetric vibrational stretches of 

nitro (R-NO2) group have distinguishable scattering frequencies, 1530-1600 cm-1 and 

1310-1397 cm-1. Vibrational frequencies of individual molecules have been studied and 

documented extensively. 
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Table 2-1: Examples of Raman Frequencies of some organic compounds [18]. 

Organic compounds Frequency (cm-1) 

Alkanes   

 - CH3 symmetric stretch 2862-2882 

 - C-C stretch 1040-1100 

  -Cyclopentane ring breathing 889 

Alcohol O-H stretch 3635-3644 

Acetylene C-H bend 825-640 

Acetylene C≡C 2230-2237 

C≡N stretch in R-CN 2230-2250 

Cyanate C≡N 2245-2256 

C-H in R-CHO 2800-2850 

C=O in R-CHO 1730-1740 

R-NO2 asymmetric stretch 1530-1600 

R-NO2 symmetric stretch 1310-1397 

C-S stretch 580-704 

S-H stretch 2560-2590 

Majority of the photons scatter with same energy (wavelength and frequency) as 

the incident photons because the molecules relax back to the initial energy state. This 

elastic scattering of incident photons is called Rayleigh scattering. Meanwhile, a fraction 

of the scattered photons (1 in 10 million) [5] have different energy because the final 

energy state is either higher or lower than the initial energy state. This inelastic scattering 
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of photons due to the interaction with matter is called Raman scattering. The photons are 

called Stokes shifted Raman scattering if the molecules relax to a lower energy state than 

their initial state and anti-Stokes shifted Raman scattering if they relax to a higher energy 

state. 

 

Figure 2-8 Raman spectra energy level diagram (Rayleigh, Stokes, anti-Stokes) [36]. 

Although Raman spectroscopy is a convenient, non-invasive tool to detect 

materials with high precision and accuracy, some disadvantages need to be improved. 

The Raman scattering effect is naturally very weak as only a few in millions of photons 

undergo Raman shift. Since the Rayleigh scattering of the photons reveal no information 

about the chemical composition, they are filtered out by variety of filters such as notch, 
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edge pass, or band pass filter [37]. The unfiltered Raman scattered photons that contain 

molecular information are collected by the detector, which can be too insignificant to 

detect. Therefore, Raman spectroscopy is improved by various methods for higher 

sensitivity and better detection. 

2.5.1 Surface-Enhanced Raman Spectroscopy 

One of the methods to improve the sensitivity of conventional Raman 

spectroscopy is Surface-Enhanced Raman Spectroscopy (SERS). Early investigations of 

Raman scattering of organic compounds on silver thin film has shown increase in 

intensity when the thin film was resonantly excited [19]. SERS received widespread 

attention when two research groups independently presented five to six orders of 

enhancement in 1977 [38] [39]. Silver films prepared by a variety of methods such as 

mechanically polished, photochemically roughened, and coldly evaporated have shown 

high enhancement [40] [41]. Upon further studies, it became evident that SERS is not 

limited to silver electrodes. Group 1b metals (gold, silver, and copper) and other specially 

prepared systems such as aluminum oxide evaporated on calcium fluoride film exhibited 

strong surface enhancement in early studies [36] [37]. The theory behind surface 

enhanced Raman scattering is extensively covered in many reviews. 

The intensity of surface-enhanced Raman scattering can be expressed as 

𝐼𝑅𝑎𝑚𝑎𝑛~𝜔𝑆
4 ∙ |𝛼𝑒𝑓𝑓|

2
∙ 𝐹2 ∙ 𝐺𝐿 ∙ 𝐺𝑆                                  (10)           

where 𝜔𝑆 is the Stokes frequency, α is a component of the Raman tensor that describes 

the polarizability of the molecule, and F is the electric field strength of the incident field. 

The additional GL and GS coefficients of SERS account for the magnification of electric 
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field at the site of the sample molecule and the Raman scattering. As the total 

enhancement factor varied greatly depending on the surface fabrication process, the 

understanding of the mechanism became important to maximize the enhancement. 

Surface-Enhanced Raman Spectroscopy (SERS) utilizes plasmonic property of metals to 

localize and enhance the electric field and Raman scattering. To understand and optimize 

the surface enhancement, the plasmonic property of metal must be investigated. 

2.6 Plasmons 

When the free electrons of metals are excited with incident electromagnetic field, 

they oscillate at the frequency of the incident field. Because of the acceleration and 

deceleration during oscillation, electrons generate field with same frequency but lower 

amplitude due to the damping and loss. The Drude model of free electrons expresses the 

free electron oscillation as 

𝑚
𝜕2𝒙

𝑑𝑡2
+ 𝑚𝛾

𝑑𝒙

𝑑𝑡
= −𝑒𝑬                                                 (11)           

𝒙(𝑡) =
𝑒

𝑚(𝜔2 + 𝑗𝛾𝜔)
𝑬(𝑡)                                            (12)           

where m is the mass of an electron, x is position, e is charge, E is incident electric field, ω 

is frequency of the incident field, and 𝛾 is damping or collisional frequency. In the 

absence of external charges and currents, Maxwell’s equations that define how electric 

and magnetic fields interact with each other, surrounding charges, and currents in a 

medium can be written as 

∇ × 𝑬 = −
𝜕𝐵

𝜕𝑡
,     ∇ ∙ 𝑬 =

𝜌

𝜀0
                                           (13)           
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∇ × 𝑩 = 𝜇0 (𝜀0

𝜕𝑬

𝜕𝑡
+ 𝒋),     ∇ ∙ 𝑩 = 0                                (14)           

where E is the electric field, B is the magnetic induction, ρ is the induced internal charge 

density, j is the induced electric current density, ɛ0 is permittivity, and μ0 is permeability 

of free space. The induced charges and currents consist of the medium’s response to the 

electromagnetic field, as a result of its polarization P and magnetization M [42]. 

𝜌 = −∇ ∙ 𝑷                                                                  (15)           

𝒋 =
𝜕𝑷

𝜕𝑡
+ 𝑐 ∇ × 𝑴                                                        (16)           

Based on the polarization and magnetization fields, the electric displacement D 

and magnetic field H can be expressed as 

𝑫 = 𝑬 + 4𝜋𝑷 = ɛ𝑬                                                      (17)           

𝑯 = 𝑩 − 4𝜋𝑴 =
𝑩

𝜇
                                                      (18)           

The permittivity ɛ and permeability μ determine a material’s electromagnetic 

response to an incident field. Permittivity is a measure of how a propagating electric field 

is affected by the medium it is traveling through. It expresses how much electric field is 

generated per unit charge in the medium, i.e. the resistance of the medium. This response 

depends on the frequency of the incident field. The frequency dependent complex 

permittivity of a material is expressed by the Drude model as 

ԑ𝐶(𝑓) = 1 −
𝑓𝑃

2

𝑓(𝑓 + 𝑗𝛾)
=

(𝑓2 + 𝛾2) − 𝑓𝑃
2

𝑓2 + 𝛾2
+ 𝑗

𝛾

𝑓(𝑓2 + 𝛾2)
          (19)           
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𝑅𝑒{ԑ𝐶(𝑓)} =
(𝑓2 + 𝛾2) − 𝑓𝑃

2

𝑓2 + 𝛾2
                                           (20)           

where fP is plasma frequency, 𝛾 is damping or collisional frequency, and f is incident 

field frequency.  

When the frequency of the incident field surpasses the plasma frequency of that 

material, electrons can no longer keep up with the incident field and let it pass through 

without interaction. Most metals are transparent to x-rays and gamma rays because their 

plasma frequencies are in the ultraviolet range. The plasma frequency of a metal depends 

on the density of electrons and is expressed as 

𝑓𝑃 =
1

2𝜋
√

𝑛𝑒 ∙ 𝑒2

𝑚 ∙ 𝜀0
                                                         (21)           

where ne is the density of electrons, e is the electric charge, m is the effective mass of the 

electron, and ɛ0 is the permittivity of free space (F/m). At the plasmon resonance condition 

(plasma frequency), the free electrons bundle with high Coulomb’s interaction, absorb the 

incident field completely, and oscillate together in bulk with little to no loss. 

2.6.1 Localized Surface Plasmons 

When the frequency of incident field is near plasma frequency, metal structure with 

dimensions smaller than the incident light wavelength demonstrated high absorption of 

incident electromagnetic field and localized electric field generation. The collective free 

electrons of the metal nanostructure that couple with the incident field are called the 

localized surface plasmons. The electric field is amplified near the metal nanostructure due 
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to the localized plasmon resonance. The surface of the metal applies an effective restoring 

force on the plasmons and creates resonance. 

The localized surface plasmons highly depend on the size of the metal structure. 

For metal nanoparticles much smaller than the wavelength of light, the electron 

oscillation is considered to be dipolar. The collective oscillation of the free electrons can 

then be described by the dipolar polarizability α as [43] 

𝛼 = (1 + 𝑘)𝜀0𝑉
(𝜀𝐶 − 𝜀𝑚)

(𝜀𝐶 + 𝑘𝜀𝑚)
                                           (22)           

where V is volume of the nanoparticle, 𝜀𝑚 is the permittivity of the medium, and k is shape 

factor that defines the dependence of polarizability on geometry of the surface. The 

resonance condition is satisfied when the polarizability becomes maximum, i.e. when the 

denominator is zero. 

𝜀𝐶 + 𝑘𝜀𝑚 = 0                                                          (23)           

𝑅𝑒{𝜀𝐶} = −𝑘𝜀𝑚                                                       (24)           

Substituting the real part of the complex permittivity expressed in (19) while 

assuming the collision frequency is negligible, the localized surface plasmonic resonance 

(LSPR) frequency can be written as 

𝑓𝑆𝑃 =
𝑓𝑃

√1 + 𝑘𝜀𝑚

                                                        (25)           

It can be seen that the LSPR frequency depends on the shape of the nanoparticle and the 

permittivity of the medium. LSPR frequency shift of fixed nanoparticles can be used to 

detect changes in the medium. 
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Table 2-2 shows the plasma frequencies of metals commonly used in LSPR 

applications. Given that the plasma frequency is typically in ultraviolet range, the surface 

plasmonic resonance frequency will fall within the optical or infrared range depending on 

the shape and medium. The visual observability and biocompatibility make them ideal for 

various applications such as biosensing, localized hyperthermia, and more. 

Table 2-2 Plasma frequencies and wavelengths of metals commonly used for LSPR 

applications [44] 

Metal Plasma Frequency (PHz) Plasma Wavelength (nm) Spectrum 

Gold 2.18 137.43 Far Ultraviolet 

Platinum 1.24 241.16 Middle Ultraviolet 

Silver 2.18 137.61 Far Ultraviolet 

Aluminum 3.57 84.03 Vacuum Ultraviolet 

 

The LSPR oscillation generates enhanced electric field localized near the surface 

of the nanoparticles, which can be expressed as [43] 

𝐸𝑆𝑃 =
(1 + 𝑘)𝜀𝑚

(𝜀𝑐 + 𝑘𝜀𝑚)
𝐸0                                                    (26)           

At the resonance frequency, the localized electric field is very high due to the 

LSPR. Because the intensity of the incident field is proportional to the square of the 

electric field, the enhancement factor due to the LSPR or charge focusing will be denoted 

as |Et|
2 for the rest of the thesis. 
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|𝐸𝑡|2 =
|𝐸𝑆𝑃|2

|𝐸0|2
                                                           (27)           

In Surface-Enhanced Raman Spectroscopy, the incident field is enhanced by a 

factor of |Et|
2. Upon interactions with the sample molecules, the Raman scattered photons 

in near-field of the metal nanoparticles are enhanced by a factor of |Et|
2 as well. 

Therefore, the overall enhancement in SERS due to LSPR is |Et|
4. SERS has 

demonstrated a total enhancement factor of 1014-1015 [45]. 

2.6.2 Coupling of Localized Surface Plasmons 

When two metal nanoparticles are brought nearby, each nanoparticle interacts 

with the combination of the incident field and the enhanced field of the other 

nanoparticle. The plasmonic coupling of nanoparticles result in even stronger localization 

and higher enhancement than a single nanoparticle. The enhancement factor depends on 

the amount of electric field due to individual nanoparticles and physical positioning of 

the coupling nanoparticles. Figure 2-9 shows the Finite-Difference Time-Domain 

(FDTD) simulation results of electric field enhancement in gold nanospheres and 

nanoshells. Individually, the nanoshell exhibited stronger enhancement than the 

nanosphere due to the distribution of holes (Figure 2-9 (a) and (b)) [20]. 

The coupling of the plasmons occurs when the interparticle axis of the 

nanoparticles is parallel to the incident electric field polarization. Figure 2-9 (d) and (e) 

show little to no coupling between the pairs of nanoparticles (dimer) when the incident 

polarization is in Y-axis while the nanoparticles are aligned in X-axis. On the other hand, 
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when the incident polarization is parallel, the electric fiend enhancement is up to 100 

times. 

 

 

 

 

 

 

 

 

 

Figure 2-9 Detailed view of the effect of physical location on the electromagnetic field 

enhancement |E| in gold nanoparticles. a) Single nanosphere, b) single nanoshell, c) 

single roughened nanoshell, d) nanosphere pair with interparticle axis perpendicular to 

the incident polarization, e) nanoshell pair with interparticle axis perpendicular to the 

incident polarization, f) nanosphere pairs with axis parallel to the incident polarization, 

and g) nanoshell pair with axis parallel to the incident polarization [20]. 
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Table 2-3 Electric field enhancement factors for gold nanospheres and nanoshells in 

different configurations [20] 

Excited Particles |E| |E|4 

Individual Nanosphere 2.7 53 

Nanosphere Dimer (⊥) 4 256 

Nanosphere Dimer (||) 43 3.4x106 

Individual Nanoshell 6.1 1385 

Roughened Nanoshell 14 3.8x104 

Nanoshell Dimer (⊥) 5 625 

Nanoshell Dimer (||) 85 5.2x107 

 

Figure 2-10 shows metal nanosphere and nanotriangle under electromagnetic wave 

excitation. Due to the shape of the structure, the charge density and electric field 

localization at the tip of the nanotriangle are higher. The roughened nanoshell in Figure 2-

9 (c) exhibits higher enhancement than the smooth nanoshell due to the surface roughness 

as well. The close placement of sharp tips with focused plasmonics has shown higher 

enhancement factor than smooth nanoparticles. 
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Figure 2-10 The geometric effect of metal nanostructures under electromagnetic wave 

excitation [46]. 

Myung-Ki Kim et al. has demonstrated the shape dependency of plasmonic 

focusing and distance dependency of plasmonic coupling [17]. Bowtie shaped tip-to-tip 

triangular gold nanostructures with air nanogap are fabricated by focused ion-beam (FIB) 

milling techniques. Figure 2-11 shows the electric field enhancement due to the focusing 

and coupling near the nanogap. The first two nanostructures exhibit very little focusing 

and almost no coupling because the tips are not sharp and too far apart. Meanwhile, the 

plasmons in the last two bowtie structures are highly focused and coupled, and the 

electric field enhancement is several orders higher. The sharp gold bowtie structure 

(Figure 2-11d) with g = 5 nm air gap has demonstrated |E|2 enhancement factor of 

400,000, which is two orders higher than that in nanoshell dimer in Figure 2-9. 
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Figure 2-11 Cross-sectional |E|2 profiles in different shapes of air nanogaps in 100 nm 

gold thin film. Strong electric field enhancement is observed due to focusing and coupling 

of the plasmons [17]. 

The enhancement factor variation is further explained by the mode volume, a 

region where the plasmons are focused and strong electric field enhancement is observed. 

Mode volume is a dimensionless unit in terms of the cubit wavelength (λ3). The 

combination of the enhancement factor and mode volume is observed to be constant for 

the bowtie structures with different tip angles. 

𝑉𝑚𝑜𝑑𝑒 =
𝑉𝑜𝑙𝑢𝑚𝑒 (𝑚3)

𝜆3 (𝑚3)
                                              (28)           

𝑉𝑚𝑜𝑑𝑒 ∙ |𝐸|2 ≈ 0.1                                                     (29)           

The relationship between the mode volume and enhancement factor is a representation of 

the plasmon focusing: the more focused the plasmons are in a small volume, the more the 
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enhancement factor is. In addition to the nanoparticle sharpness, the distance between the 

coupling nanoparticles is an important parameter for the mode volume. 

2.7 Optimization of Electric Field Enhancement 

To benefit Raman spectroscopy and other applications, the electric field 

enhancement property of LSPR must be utilized to its fullest potential. A number of 

parameters that affect the enhancement factor is discussed in this section. Firstly, the size 

of the nanoparticles must be smaller than the incident wavelength so that the collective 

oscillation of the free electrons is dipolar. Secondly, the shape of the nanoparticles must 

be optimized to focus the maximum amount of plasmons in a small region. Lastly, the 

gap between the nanoparticles must be optimized for maximum coupling between the 

plasmons. The minimization of the mode volume is of importance to obtain the highest 

enhancement factor as well. 

Many studies of enhancement factor have been done by fabricating metal 

nanoparticles and measuring it. However, it is very challenging to fabricate nanoparticles 

with precise incremental difference in the geometry dimensions to find the optimal 

condition. Chapter 3 will discuss the approach to find the optimal geometry for maximum 

enhancement factor in depth. 
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3. Macroscale Experiment and NEC Modeling 

3.1 Difficulties in Nanoparticle Fabrication 

Detection of low concentration contaminants (<100 ppb) and single molecule 

characterization have been demonstrated by various utilizations of surface enhanced 

Raman spectroscopy and metal nanostructures [46] [47] [48]. However, it has been a 

challenging task to obtain the highest possible enhancement. As covered in Chapter 2, the 

enhancement factor depends on the shape of the nanoparticles. C. J. Orendorff et al. 

studied gold nanoparticles with various shapes such as sphere, rods with different aspect 

ratios, dogbones, etc. The shape dependent enhancement factor varied by a factor of 102 

[49]. In other previously cited studies, a pair of triangular nanoparticles in shape of a 

bowtie demonstrated higher enhancement factor than those in different shapes. Further 

studies could be done to fully understand the effects of geometric parameters and 

maximize the enhancement factor. 

The common techniques to fabricate nanoparticles are focused ion beam (FIB) 

lithography, electron beam (e-beam) lithography, and nanosphere lithography (NSL). 

However, the fabrication of nanoparticles with incremental variations of the geometric 

dimensions and angles is challenging. Most nanolithography techniques require 

expensive equipment, complicated process, and other issues [50]. NSL is a popular, low-

cost technique to fabricate homogenous arrays of nanoparticles with different sizes. This 

wafer-level nanoparticle fabrication technique benefited the plasmonic coupling and 

electric field enhancement studies. 
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A flat substrate is coated with an organized layer of polystyrene micro/nano-

spheres by evaporation or natural self-assembly process (Figure 3-1 (a)). This layer of 

nanospheres is used as a mask to deposit metal on the exposed parts of the substrate 

(Figure 3-1 (b)). The mask is removed by a solvent (lift-off process) along with the 

unnecessary metal. 

 

Figure 3-1 Top view of the nanosphere lithography. a) Deposition and self-assembly of 

polystyrene nanospheres on the substrate, b) Arrays of bowtie nanostructures after the 

metal deposition and removal of the nanosphere mask [51]. 

The size and shape of the bowtie nanostructures fabricated by NSL have been 

modified and tuned by new approaches. Depositing a secondary layer of nanospheres or 

tilting the substrate during metal deposition allows controlling the size, shape, and 

interparticle spacing to be controlled [52] [53]. However, the tip angle of individual 

triangle and gap size of the bowtie have upper and lower limits, respectively, because 

they are determined by the radius and shape of the spheres. 
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Besides the fabrication challenges, the nanoparticles have exhibited other 

problems that limited the high electric field enhancement. In some studies of 

nanoparticles bonded with chemicals, the ratio of enhancement factors in SERS and 

normal Raman (|ESERS|2/|ERaman|
2) has been less than 1 order of magnitude [54]. In other 

studies, the success rate of efficient or “hot” nanoparticles that enhanced the electric field 

has been as low as 1 out of 100 to 1000 nanoparticles [47]. These inconsistencies 

complicate the study of the geometric effects on electric field enhancement. 

3.2 Macroscale Enhancement Experiment 

One of the reasons why electric field enhancement depends on geometry of the 

individual structure is charge focusing. The localized accumulation of electrons depends 

on the shape of the structure under incident field excitation. Even though the localized 

surface plasmonic resonance may not occur, the geometry dependent charge focusing can 

be studied using macroscale metal structures. At macroscale, the parameters can easily be 

modified. Unlike nanoparticles, the macroscale structures can be designed with precise 

control over the geometry. 

The incident field wavelength is of importance for macroscale experimental 

results to be applicable in nanoscale applications. The metal nanoparticles are typically 

smaller than the wavelength in nanoscale for previous studies. Therefore, the incident 

field must be in the radio frequency range with wavelength in an order of meter, 

depending on the size of the macroscale structure. 
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3.3 Previous Work 

The proof-of-principle measurements in macroscale have been presented by R.D. 

Grober et al. in 1997 [55]. The localization and enhancement of incident field in a metal 

bowtie structure was experimentally studied by exciting the bowtie by electromagnetic 

wave and measuring the radiated power. The incident 2.2 GHz microwave source is 

directed by a rectangular waveguide towards the bowtie gap, as shown in Figure 3-2. The 

gap is 2.5 cm away from the waveguide. The bowtie structure consists of two 1-cm-thick 

aluminum triangular plates with 90° tip angle and 17.5 cm height (Figure 3-2). The 

radiated power is measured by a dipole probe located 0.5 cm behind the bowtie. 

 

Figure 3-2 A schematic of the experimental setup. a) The microwave source, b) 

waveguide, c) illumination beam, d) dipole probe, e) bowtie structure. The total length L 

is 36 cm and gap size d is 1 cm. The incident electric field E is in the direction of the gap 

and magnetic field H is perpendicular to the gap [55]. 

To compare the effect of the bowtie, the radiated power is measured with and 

without the bowtie in between the waveguide and dipole probe. Figure 3-3a shows the 
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measured profile of the radiation as a Gaussian with λ/2 diameter (λ=13.6 cm) when the 

dipole probe is 2.5 cm away from the waveguide. Figure 3-3b shows the localized and 

enhanced intensity in presence of the bowtie, which is located 2.5 cm from the waveguide 

and 0.5 cm from the dipole probe. The uneven localization of the intensity is shown in 

Figure 3-3c, where the intensity in H-direction has lower Q factor. The presence of the 

bowtie focused the radiated power significantly and enhanced by 30%. 

 

Figure 3-3 a) Field intensity measured 2.5 cm in front of the open end of the rectangular 

waveguide without bowtie. b) Field intensity measured 0.5 cm behind the bowtie 

structure, which is positioned 2.5 cm in front of the waveguide. c) Intensity pattern of the 

measurements without bowtie (triangles), with bowtie along E- (squares) and H-

directions (circles) [55]. 
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Even though this study has experimentally shown that macroscale metal bowtie 

can be used to localize and enhance incident electromagnetic field, there are several 

inconsistencies that need to be addressed. First, the distance between the waveguide and 

dipole probe is different between the two experiments. Without bowtie, the dipole probe 

is 2.5 cm away from the waveguide. With the 1 cm thick bowtie, which is 2.5 cm from 

the waveguide, the probe is 0.5 cm away from the bowtie, making the total distance 

between the probe and waveguide 4 cm. To measure the actual effect of bowtie, the 

intensity of the electromagnetic field should be measured at the same location. Since the 

intensity decays over distance, the intensity at 4 cm from the waveguide could be much 

smaller than at 2.5 cm. Thus, the actual enhancement factor could be higher than 30%. 

Secondly, the wavelength of the incident field (13.6 cm) is smaller than the 

bowtie structure (17.5 cm height, 35 cm base), which conflicts with nanoscale studies. As 

shown in Figure 3-2, although the rectangular waveguide limits the incident field to a 

certain region, the exposed part of the bowtie appears to be larger than the wavelength. In 

fact, no information about the size of the waveguide is provided in this paper. To stay 

consistent with the nanoscale studies, the bowtie structure should be smaller than the 

wavelength or the exposed portion limited by a waveguide smaller than the wavelength. 

Since the metal plates can be designed and modified easily in macroscale, structures with 

different geometry parameters should be studied extensively to find the optimal 

conditions for maximum electric field enhancement. 
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3.4 Approach of the Thesis 

In our previous work [56], the electric field enhancement in macroscale aluminum 

bowtie structure is studied by experiment and simulation. The objective is to find the 

optimal geometry parameters that maximize the enhancement. The simulation 

supplements the experiment by designing the elements similarly and performing 

simulations under same conditions. This thesis focuses on the simulation portion of the 

“optimization of the bowtie gap geometry for a maximum electric field enhancement”. 

The simulations are performed in Microwave Laboratory at Marquette University. This 

work exploits the previous study of macroscale bowtie by varying the geometry 

parameters: gap angle (θ), plate thickness (t), gap size (d), and tip width (l). Figure 3-4 

and Table 3-1 show the geometry parameters and their variations. The experiment and 

simulation are performed at 2.45 GHz (λ=12.2 cm) in RF range. 

 

Figure 3-4 Layout of the bowtie geometry, where θ, t, d, and l are the gap angle, plate 

thickness, gap size, and tip width, respectively. E-line and H-line are along x-axis and y-

axis in the gap area, respectively. 
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Table 3-1 Variant geometry parameters of the bowtie 

Parameters 

Angle 

(θ) Thickness (t) 

Gap size 

(d) 

Range 45° 1/8” 0-0.5 λ 

 90° 1/4”  

 135° 3/8”  

 180°   

The response of the electric field enhancement platform is simulated by the 

Numerical Electromagnetics Code (NEC). NEC is a publicly available antenna-modeling 

program for electromagnetic analysis and response of antennas and metal structures. It 

uses the electric field integral equation for thin wires and magnetic field integral equation 

for closed surfaces to iteratively calculate the currents and electric field. NEC can be used 

to model various antenna-based platforms to study their electromagnetic responses [57] 

[58]. There are various input cards that activate and control the features of the software. 

The full extent of the program description and operation can be found in the original 

NEC document and other technical manuals [59] [60]. there are guidelines for modeling 

wire structures in NEC. A few of the modeling rules that limit the design of our 

simulation platform include: 

- The length of an antenna segment should be greater than 0.001λ and less than 

0.1λ 
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Since the wavelength λ is 12.2 cm, the segment length is typically 1-1.2 cm to build large 

structures that comply with the NEC rule. Wires longer than 1.22 cm are broken into 

multiple segments shorter than 1.22 cm. 

- The radius of a segment should be less than 1/8 of its length 

The radius of all segments is chosen as 0.5 mm, which dictates the lower boundary of the 

segment length at 4 mm. This rule is satisfied as the shortest length of a segment used in 

this thesis is 6 mm. 

- The circumference of a segment should be much less than λ (12.2 cm) 

The circumference of a circle with 0.5 mm radius is 3.14 mm, which is 2.5% of the 

wavelength. 

All geometric and structural rules are met based on the wavelength of the incident 

field. The “segment check” and “geometry check” features of NEC validate the input 

code for all requirements and errors of the software for most precise and efficient 

simulation. 

Since the length and radius of a segment are limited by the wavelength, the 

number of segments determines the size of a platform that can be modeled by NEC. 

Some versions of NEC can support models with up to 11000 segments depending on the 

computer RAM. The computer used for this thesis is capable of supporting 8000-segment 

simulations, which prohibits fine wiring of the platform. To cover large areas, 1.2-2.4 cm 

long wires are used and broken into 2 segments with 0.6-1.2 cm length to satisfy the rule. 
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3.5 Modeling of the Experimental Components 

Our experimental setup consists of a transmitter monopole antenna, 9 cm by 6 cm 

rectangular waveguide, bowtie structures, and receiver antenna. The simulation frequency 

is chosen as 2.45 GHz to match the experiment because the transmitter and receiver 

antennas have the lowest reflection and highest transmission at 2.45 GHz. All 

experimental elements are modeled in NEC by segments. 

Transmitter antenna is modeled by five 6 mm long segments with a total length of 

3 cm. A voltage source is applied by the Excitation (EX) card at the middle segment to 

radiate electromagnetic field. The transmitter antenna is positioned along X-axis and 2 

meters (>10λ) above the rest of the platform so that the electric field is in X-axis direction 

and far field. 

Receiver antenna of the experiment is not modeled because NEC has a built-in 

single-point detector that can scan the region of interest and calculate the near electric 

fields in the vicinity. The Near Fields (NE) card allows users to program the region of 

interest with higher precision and freedom than physical antennas in experiment. 

Waveguide is modeled as a 1 cm thick, 28 cm by 30 cm rectangular plate with a 9 

cm by 6 cm opening. Figure 3-5 shows the layout of the waveguide at a φ=55° and θ=55° 

perspective, where φ and θ are the polar coordinate angles. The waveguide consists of 

two sheets that lie in XY-plane with 1 cm distance in Z-axis, connected by 1 cm long 

wires in Z-direction. The incident field passes through the opening and gets blocked 

everywhere else on top of the bowtie. To keep the number of segments low, 1.5-2 cm 

long wires are used to model the waveguide and broken into 2 segments. The size of the 
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small rectangular openings of the waveguide is an order smaller than the wavelength and 

does not pass through any electromagnetic wave. 

 

Figure 3-5 NEC 3D View of the waveguide from φ=55° and θ=55° polar coordinate 

angles. The 9 cm by 6 cm opening passes through the incident field towards the bowtie 

structure. 

Bowtie structures are created by modeling the individual plates, shifting them 

along X-axis, and duplicating with respect to the YZ-plane by Coordinate Transformation 

(GM) card. Figure 3-6 shows the layout of the 3/8” thick, 45° bowtie from φ=270° and 

θ=60° perspective. 
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Figure 3-6 NEC 3D View from φ=270° and θ=60° polar coordinate angles. a) 3/8” thick 

single plate with 45° tip angle is modeled along X-axis with its tip at X=0 and Y=0 

coordinates. b) The single plate is shifted in negative X-direction with half the size of 

desired bowtie gap size (1 cm). c) The bowtie structure that consists of the shifted 

original plate and its duplicate in YZ-plane, with 2 cm gap size. 

The exterior frame of the individual plate is drawn on engineering paper with the 

exact size of the plate used in the experiment. The frame is then filled out with wires that 

would evenly distribute the current under incident field excitation. The unfilled 

rectangular, triangular, or rhombus shapes inside the plate are an order smaller than the 

wavelength so that the incident field does not penetrate and the plate behaves like solid 
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metal. The wire ends, points that situate a wire in Cartesian coordinates, are obtained 

from the manual drawing and entered into Microsoft Excel to create the master table that 

defines the geometry of the wires. NEC input file is then generated with the wire, load, 

frequency, and other details of the simulation. Similar to the waveguide, the bowtie 

consists of two sheets in XY-plane connected in Z-direction. The thickness of the bowtie 

is defined by the distance between the sheets. 

The 45° and 90° plates are modeled (Figure 3-7a-b) with 1-1.2 cm long wires, so 

that each wire consists of one segment. The 135° and 180° plates are not modeled with 

wires as short as the 45° and 90° plates because the areas are significantly larger and the 

number of segments exceeds the 8000-segment limitation. Therefore, similar to the 

waveguide, the large plates are modeled by longer wires. The 135° plate (Figure 3-7c) 

consists of a triangular tip with 0.6-1 cm long wires that consists of 1 segment each and a 

rectangular base with 1.5-2 cm long wires that consist of 2 segments each. The 180° plate 

(Figure 3-7d) consists of 1.5-2 cm long wires that consist of 2 segments each. 

 



50 
 

 

Figure 3-7 Layout of the bowtie structures with 2 cm gap size and different tip angles. a) 

45°, b) 90°, c) 135°, and d) 180° tip angles. 

The bowtie structure is located underneath the waveguide, exposed to the incident 

wave coming from the transmitter antenna 2 m above. The distance between the top of 

the bowtie structure and bottom of the waveguide is fixed at 1.2 cm for all simulations. 

When the thickness of the bowtie varies, the bottom layer of the bowtie moves in Z-axis 

while the top layer stays at fixed 1.2 cm from the waveguide. This distance is measured 

from the center of the wires. 



51 
 

 

Figure 3-8 Layout of the 45° bowtie structure with 2 cm gap size expose by incident field 

through the 9 cm by 6 cm opening of the waveguide. 
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4. Electric Field Simulations and Results 

4.1 Electric Field Simulation 

To study the electric field enhancement factor due to the bowtie structure, the 

electric field in the vicinity of the bowtie gap is analyzed. The experimental portion of 

our work [56] uses a 3 cm long (λ/4) monopole receiver antenna to measure the power of 

electromagnetic wave of a λ by λ area, centered at the origin of the XY-plane (X=Y=0). 

Because the antenna and its motorized fixture do not fit inside the small gap of the 

bowtie, the electromagnetic wave 5 mm below the bowtie structure is measured. The 

electric field of the same region is calculated by NEC to compare the enhancement factor 

with the experiment. 

The electric fields with and without the bowtie structure are calculated to study 

the effect of the bowtie. The electric field simulation is performed by the Near Fields 

(NE) card, which calculates the near electric fields in the region of interest. Figure 4-1 

shows the region of interest (in red) underneath the 3/8” thick, 90° bowtie with 10 mm 

gap size. The electric field of the λ by λ area 5 mm below the bowtie is calculated. With a 

step increment of 0.5 mm, NEC provides the electric field information of 14,641 points in 

the λ by λ area. 
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Figure 4-1 Layout of the 3/8” thick, 45° bowtie structure with 10 mm gap size. The 

electric field at the red dashed line along X-axis from -6 cm to 6 cm under the bowtie 

structure is calculated and analyzed. 

NEC provides X, Y, and Z components of the total electric field at each point 

specified by the user. The transmitter antenna is positioned to radiate the incident electric 

field in X-axis and magnetic field in Y-axis. The bowtie structure is modeled along X-

axis, with the central axis at Y=0, to interact with the incident field. Therefore, the X 

component of the total electric field calculated by NEC is of interest to compare and 

analyze. 

4.1.1 Electric Field Enhancement 

Figure 4-2 shows the simulation results without (a) and with (b) the 3/8” thick, 

90° bowtie structure with 10 mm gap size. The simulation result without bowtie shows 

unfocused radiation of electric field spread throughout the λ by λ region. The bowtie 

focuses the electric field towards the gap region and enhances the amplitude significantly.  
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Figure 4-2 The electric field simulation a) without, and b) with 3/8” thick, 90° bowtie 

with 10 mm gap size. The region of interest is a λ by λ area 5 mm under the bowtie. The 

bowtie focuses and enhances the electric field at the gap region. 

To quantitatively analyze the enhancement and focusing, the electric field along 

the central axis of the bowtie is selectively studied instead of the entire λ by λ area. The 

X-axis ranges from -0.5λ to 0.5λ while Y-axis is fixed at 0. Figure 4-3 shows the 

enhancement and focusing of the electric field due to the bowtie. The Gaussian pattern of 

the electric field without bowtie structure shows the radiation of the 3 cm long antenna in 

far field (2 m) from the platform. In presence of the bowtie, the electric field near the gap 

focuses significantly and increases from 66.8 mV to 286.7 mV/m. 

To determine the enhancement factor, the highest electric field amplitude of the 

no-bowtie simulation results is used to normalize the electric field pattern with bowtie. 

The ratio of the electric fields is then squared to determine |Et|
2. As explained in Chapter 

2, the square of the ratio between electric fields (|Et|
2=|Egap|

2/|E0|
2) is the electric field 

enhancement factor. The enhancement factor of the 3/8” thick, 90° bowtie with 10 mm 
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gap size reaches 18.4, as shown in Figure 4-3b.

 

Figure 4-3 a) The electric field simulation results with (solid line) and without (dashed 

line) 3/8” thick, 90° bowtie structure with 10 mm gap size. b) |Et|
2 enhancement factor. 

X-axis goes from -6 cm (-0.5λ) to 6 cm (0.5λ). Bowtie gap is drawn to scale, but the rest 

of the structure is not. 

4.2 Geometry Effect on Enhancement Factor 

The main objective of the thesis is to find the geometric parameters of the bowtie 

structure with the highest enhancement factor. The tip angle, thickness, and gap size of 

the bowtie are modified as shown in Table 3-1 in Chapter 3. With 4 tip angles, 3 

thicknesses, and 11 gap sizes, a total of 132 simulations have been performed. Figure 4-4 

shows the enhancement factor and gap size relationship of the 3/8” thick 45°, 90°, 135°, 

and 180° bowtie structures. Even though the enhancement factors are different, the gap 

size effect on the enhancement pattern of simulation (a) and experiment (b) are in 

agreement. The 90° bowtie shows the highest enhancement of 19.25 at 8 mm gap size. 
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Figure 4-4 a) NEC simulation, and b) experiment |Et|2 enhancement results of 3/8” thick 

45°, 90°, 135°, and 180° bowties over varying gap size. 

Table 4-1 Comparison of the maximum enhancement factors and the respective gap sizes 

found by simulation and experiment. 

  Simulation   Experiment   

 Tip 

Angle 

Maximum 

Enhancement 

Factor 

Gap Size 

(mm) 

Maximum 

Enhancement 

Factor 

Gap Size 

(mm) 

45° 2.2 8 1.55 7 

90° 19.25 8 1.75 8 

135° 16.31 10 1.31 10 

180° 1.35 60 1.1 30 
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4.2.1 Tip Angle 

The bowtie structure behaves like a receiver antenna under incident field, 

absorbing the electromagnetic wave energy. The bigger the antenna aperture, the greater 

the absorbed energy. Figure 3-7 in Chapter 3 shows the NEC 3D view of the bowtie 

structures. The surface areas of the 45°, 90°, 135°, and 180° bowtie structures are 304.4, 

360, 529, and 648 cm2, respectively. Depending on the gap size, a significant amount of 

the total effective area is blocked by the waveguide. However, the exposed areas of the 

45°, 90°, 135°, and 180° bowties are still in ascending order. The 9 cm by 6 cm opening 

of the waveguide limits the maximum effective area to 54 cm2. Therefore, with respect to 

antenna aperture, the larger tip angle benefits the electric field enhancement. 

Another key factor that depends on the tip angle is charge focusing. The electron 

and hole accumulations flip-flop at the tips of the plates at the incident field frequency. 

The sharp tip angle focuses the charges into small region while wide tip angle spreads out 

the accumulation region. At 180°, the bowtie does not have any geometric focusing. 

Therefore, with respect to charge focusing, the smaller tip angle benefits the electric field 

enhancement. 

The simulation results show that the 90° bowtie structure has the highest electric 

field enhancement. It is likely due to the tradeoff between the aperture and focusing. 

Even though the larger tip angle bowtie absorbs more energy, the resultant charges are 

not focused into the gap region to enhance the incident field, and vice versa. The 90° 

bowtie structure has high absorption of incident electric field that is physically focused 

by the tips.  
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Furthermore, the bowtie structure becomes a self-complementary antenna at 90°, where 

the shape of the conductor part is identical to the non-conducting part. Figure 4-5 shows 

some other self-complementary antenna examples. 

 

Figure 4-5 Examples of Self-Complementary Antennas [Public Domain Figure]. 

The self-complementary antennas have constant 188.4 Ω impedance across all 

frequencies [61]. According to Babinet’s principle [62], the impedance of the antenna and 

its complementary slot can be written as 

𝑍𝑚𝑒𝑡𝑎𝑙 ∙ 𝑍𝑠𝑙𝑜𝑡 =
𝜇

4𝜖
                                                  (30)           

where Zmetal is the impedance of the antenna, Zslot is the impedance of the complementary 

slot, µ is the magnetic permeability, and ϵ is the electric permittivity of air. At the 

incident field frequency of 2.45 GHz, the non-self-complementary bowtie structures 

could have larger impedance and higher incident field reflection. The self-complementary 
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antenna with constant impedance provides an optimum balance of aperture size and 

charge focusing. 

4.2.2 Gap Size 

The highest electric field enhancement occurs when the gap size of the bowtie 

structures (45°, 90°, and 135°) is 8-10 mm. In terms of the wavelength, the highest 

enhancement gap size is 0.067-0.083 λ. As shown in Table 4-2, no specific relationship 

between the incident wavelength and gap size of the 90° bowtie is observed when the 

incident field frequency changes. 

Table 4-2 The maximum enhancement gap sizes of the 90° bowtie at different incident 

field frequencies. 

Incident 

frequency (GHz) 

Incident 

wavelength (mm) 

Maximum 

enhancement gap size 

(mm) 

Gap size in terms 

of wavelength (λ) 

2.4 125 6 0.048 

2.5 120 4 0.033 

3 100 9 0.09 

To study the effect of tip width (shown in Figure 3-4 of Chapter 3) on 

enhancement, the 1 cm wide truncated tips of the 90° bowtie are modified to non-

truncated, sharp tips. The simulations are performed by varying the gap size while the 

other variables (tip angle 90°, thickness 3/8”) are fixed. 
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Figure 4-6 The effect of tip width change (from flat to sharp) on maximum electric field 

enhancement and optimal gap size. 

As shown in Figure 4-6, the highest electric field enhancement occurs at smaller 

gap size, 5 mm, in sharp tip bowtie compared to flat tip bowtie. However, the 

enhancement factor is not affected significantly, as there is only 3% increase. 

4.2.3 Thickness 

The thickness of the metal plates could affect the incident field absorption and 

thus the enhancement factor. In nanoparticle studies discussed in Chapter 2, the thickness 

is typically much smaller than the width and length of the particle. To preserve this ratio 

in macroscale, the thickness of the bowties are varied as 1/8”, 1/4”, and 3/8”. However, 



61 
 

the thickness does not affect the maximum enhancement factor and the gap size where it 

is maximum. Table 4-3 shows the results of the 90° bowtie structures. 

Table 4-3 The maximum enhancement factor and gap size of the 1/8”, 1/4”, and 3/8” 

thick 90° bowtie structures. 

Thickness 

(inch) 1/8 1/4 3/8 

|Et|
2 18.45 17.64 19.25 

Gap size (mm) 9 9 8 

The skin depth is an outer region of a conductor where majority (63%) of the 

current flows. At 2.45 GHz, the skin depth of aluminum is calculated as [63] 

𝛿𝑆 = √
1

𝜋𝑓𝜇𝜎
= 1.655 𝜇𝑚 = 65.17 𝜇𝑖𝑛𝑐ℎ                            (31)           

where σ is the conductivity of aluminum (36.9x106 S/m). This skin depth of aluminum 

suggests that the electrons flow on the outer 0.01-0.05% of the 1/8”, 1/4”, and 3/8” 

bowties. Therefore, the thickness of the bowtie does not affect the enhancement factor 

significantly, which agrees with the results shown in Table 4-3. However, the thickness 

may affect the enhancement factor when it is comparable to the skin depth. 

4.3 Mode Volume 

As discussed in Chapter 2, the surface-enhanced Raman spectroscopy achieved 

the electric field enhancement of 1014-1015. Other studies of nanoparticles with different 
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sizes and shapes demonstrated |Et|
2 enhancement factor up to 106. However, in 

macroscale simulation, the enhancement factor is significantly low. Myung-Ki Kim et al. 

has demonstrated the volume dependency of plasmonic focusing and argued that the 

relationship between the mode volume and enhancement factor is a representation of the 

plasmon focusing: the more focused the plasmons are in a small volume, the higher the 

enhancement factor is [17]. The mode volume is a region where the plasmons are focused 

and electric field enhancement is strong. Mode volume is a dimensionless unit in terms of 

the cubit wavelength (λ3). 

To analyze and compare this result in macroscale, the mode volume of the 

enhancement region is studied. In this thesis, the mode volume is defined by the region 

where electric field is greater than 1/e (36%) of its maximum. The electric field of a 2 x 3 

x 3 cm3 region surrounding the 3/8” thick 90° bowtie with 8 mm gap size is simulated. 

The resolution of the region is 0.1 mm, resulting in a total 1,030,301 data points. A total 

of 547,548 data points are eliminated as their electric fields are smaller than 1/e (36%). 

The remaining 482,753 data points amount to a mode volume of 8.4 cm3 out of the 

simulated 18 cm3. Figure 4-7 shows the electric field pattern of the mode volume in XY, 

XZ, and YZ planes. 
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Figure 4-7 The mode volume simulation based on electric field patterns in a) XY, b) XZ, 

and c) YZ planes. The electric field greater than 1/e (36%) of the maximum is shown. Red 

dashed box is the 2 x 3 x 3 cm3 simulation region. 

The mode volume simulation shows that the electric field is enhanced in a wide 

region surrounding the bowtie gap. The mode volume is 8.8 times larger than the 1 x 1 x 

0.95 cm3 region directly in between the faces of the truncated triangular plates. As 

explained in Chapter 2, the mode volume is calculated in terms of λ as 

𝑉𝑚𝑜𝑑𝑒 =
8.4 𝑐𝑚3

(12.24 𝑐𝑚)3
= 4.57 ∙ 10−3 λ3 

The combination of the enhancement factor and mode volume, the volumetric 

enhancement factor, is found in macroscale and nanoscale, and compared in Table 4-4. 

Myung-Ki Kim et al. varied the mode volume by modifying the structure and found the 
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enhancement factor varies accordingly, while the volumetric enhancement factor is 

consistently on the order of 10-2. 

𝑉. 𝐸 = 𝑉𝑚𝑜𝑑𝑒 ∙ |𝐸𝑡|2                                               (32)           

Table 4-4 The volumetric enhancement factors in macroscale and nanoscale. 

 |Et|
2 Vmode (λ

3) 

Volumetric Enhancement 

Factor 

Macroscale 19.25 0.00457 0.088 

Nanoscale 400000 1.3·10-7 0.052 
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5. Conclusion and Future Work 

5.1 Conclusion 

In this thesis, the optimal geometry of the bowtie gap for maximum electric field 

enhancement is studied by NEC antenna modeling system. The simulations are 

performed by creating the experimental platform using aluminum antenna segments. 

Under the incident field excitation, the metallic bowtie structure focuses and enhances the 

electric field into the gap region. The enhanced electric field is used for applications such 

as subwavelength imaging and single molecule detection. 

Subwavelength size objects such as molecules and viruses require imaging 

techniques more advanced than the conventional optical microscope. Using the 

plasmonic properties of metal nanoparticles, surface-enhanced Raman spectroscopy has 

demonstrated electric field enhancement factor of 1014-1015 and single molecule 

detection. However, depending on the size and shape of the nanoparticles, the 

enhancement factor results have been inconsistent and unpredictable. Further studies are 

required to optimize the geometric parameters of the metal nanoparticles for maximum 

electric field enhancement. Fabricating the nanoparticles with precise incremental 

geometry variations, however, is challenging. 

This thesis studies the geometry effects of the metal bowtie structure on electric 

field enhancement in macroscale at radio frequency of 2.45 GHz. Even though the 

plasmonic resonance of the free electrons does not occur in macroscale, the effects of 

shape and gap size on the electron focusing and coupling can be studied. To find the 

optimal geometry of the bowtie, the electric field enhancement is studied while the tip 
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angle, thickness, and gap size are varied. The results are applicable in nanoscale bowtie 

structures to generate maximum electric field enhancement. 

The bowtie structures demonstrated different electric field enhancement results 

depending on their abilities to absorb and focus the incident field. In macroscale, the 

thickness of the bowtie has little to no effect on the enhancement factor because it is 

significantly larger than the skin depth in radio frequency. Large angle bowties (135° and 

180°) have high antenna aperture of incident field but weak focusing of the electrons. 

Small angle bowties (45°) can focus the electrons to the gap region more efficiently but 

have low antenna aperture. 

The 90° bowties are self-complementary antennas with high electric field 

enhancement due to the combination of high absorption and electron focusing. The 90° 

bowtie with 8 mm (0.065 λ) gap size has the maximum electric field enhancement factor 

of 19.25. To supplement the SERS by providing the maximum electric field 

enhancement, the bowtie-shaped nanostructures with 90° tip angle should be fabricated 

on the substrate. 

5.2 Future Work 

There are a few points that need to be addressed for future work on the 

optimization of geometry for a maximum electric field enhancement. 

First, the thickness of the bowtie structure does not affect the enhancement factor 

in macroscale because it is significantly larger than the skin depth. This assertion should 

be verified in nanoscale where the skin depth is comparable to the thickness of the 

nanoparticles. Furthermore, the effect of thickness on the electric field enhancement 
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should be studied because it is one of the important variables that can be easily modified 

to obtain the maximum enhancement factor. 

Second, this study shows no relationship between the maximum enhancement gap 

size and other geometric parameters. The maximum enhancement gap size has been 

consistently 8-10 mm for different tip angles. Furthermore, no mathematical relationship 

was found between the maximum enhancement gap size and incident wavelength. The 

maximum enhancement gap size does not change proportionally when the incident radio 

frequency changes from 2.0 GHz to 3.0 GHz. The bowtie with sharp, non-truncated tips 

reduced the maximum enhancement gap size by 3 mm, which still does not suggest any 

geometric relationship. Therefore, the optimal gap size in nanoscale bowtie structure 

cannot be deduced based on the results of this thesis. To optimize the gap size in 

nanoscale, further studies are required by varying other parameters such as the height, 

width, and thickness (comparable to the skin depth) of the bowtie. 

Lastly, other simulation platforms such as MATLAB’s Antenna Modeling and 

Analysis, ARRL’s Antenna Modeling, or Massachusetts Institute of Technology’s MEEP 

could be used to study the electric field enhancement factors of similar structures. The 

NEC simulation results presented in this thesis are significantly larger than the 

experiment results of the same setup, which is explained by a higher coupling efficiency 

and lower Joule losses. Further studies using different platforms could confirm the 

difference between simulation and experiment, which could help predict the enhancement 

factor in nanoscale experiments. 
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Abstract Optimization of the geometry of a metallic
bowtie gap at radio frequency is presented. We investigate
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metal thickness and tip angle at macroscale to find the
maximum electric field enhancement across the gap. The
results indicate that 90◦ bowtie with 0.06 λ gap size has
the most |Et |2 enhancement. Effects of changing the per-
mittivity and conductivity of the material across the gap are
also investigated. NEC-2 simulations show that the numer-
ical calculations agree with the experimental results. Since
the design and fabrication of a plasmonic device (nanogap)
at nanoscale is challenging, the results of this study can
be used to estimate the best design parameters for nanogap
structure. Different amounts of enhancement at different
frequency ranges are explained by mode volume. The prod-
uct of the mode volume and |Et |2 enhancement is constant
for different gap structures and different frequencies.
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Introduction

In recent years, the study of electromagnetic field enhance-
ment has made significant developments in near field imag-
ing, due to the ability of near-field imaging to overcome
the diffraction limit [1–5]. A large localized electric field
is necessary for near field imaging to characterize mate-
rials. It is also required for near-field imaging in fields
such as chemistry, biology, medicine, pharmacology, envi-
ronmental science, and energy saving [6–14]. For instance,
a large localized electric field can be used to study a single
molecule [15]. Single-molecule analysis has distinct advan-
tages over bulk analysis. Single molecule analysis yields
detailed statistical distributions of individual molecule prop-
erties instead of the averages of the bulk [16–18].

One way to obtain a large localized electric field is
plasmonics. Plasmonics is the interaction between electro-
magnetic field and free electrons in a metal. Collective
oscillations of the free electrons in metal can be induced
by an applied electric field. Plasmonics in a nano-structure
can result in a localized and enhanced electric field [19–27].
The amount of enhancement depends on various parame-
ters. The size, shape, and thickness of metal films influence
the coupling efficiency between the metal and incident field,
and result in different enhancement factors [28]. Plasmon-
ics has been studied at nanoscale. However, designing the
geometry at nanoscale to study the effects is challenging.
Therefore, radio frequency electromagnetic field source and
macroscale metal structures are used here to study structural
effects to determine the optimal design parameters.

Metals may behave very differently in radio and optical
frequencies due to the permittivity of the material, which
depends on the damping and plasma frequencies [29, 30].
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Fig. 1 Experimental setup. This
setup includes VNA, transmitter,
receiver, bowtie structure, and
XY stage

XY Stage (Automatic Control)

LabVIEW

Bowtie Structure

Monopole Antenna
(Receiver)

Waveguide Antenna
(Transmitter)

Port 1 Port 2

Agilent E8363B

However, metals such as gold, silver, and aluminum are
highly reflective at both radio and optical frequencies a few
orders of magnitude below the plasma frequency due to
their low skin depths. Therefore, this work can be scaled
up to optical frequency because aluminum is still highly
reflective.

The purpose of this study is to provide the optimum
bowtie structure geometry for maximum enhancement effi-
ciency at radio frequency. The bowtie structure consists of
two aluminum plates, placed tip-to-tip with adjustable gap.
The parameters of the geometry are tip angle, thickness, and
gap size. Simulations are performed to confirm the results.
In this paper, the second section consists of the description
of the bowtie structure. Then, the experimental and simula-
tion setups are explained. Optimization of the experimental
setup is also described. In the third section, the results of
the experiment and simulation are presented. The results are
discussed in detail in the last section.

Method

The experimental setup is shown in Fig. 1. It consists of
a waveguide, monopole antenna, bowtie structure, Vector

t

z

x y

d

l

Fig. 2 Layout of the bowtie geometry, where d, l, t , and θ are the gap
size, tip width, plate thickness, and gap angle, respectively. E-line and
H-line are along x-axis and y-axis in the gap area, respectively

Network Analyzer (VNA), XY-axis motorized stage, and
computer. An open-ended rectangular waveguide is used as
the transmitter. The waveguide is designed for TE10 mode
(dominant mode), where 1.6 and 3.1 GHz are the lower and
upper cutoff frequencies. The TE (transverse electric) signi-
fies that all electric fields are transverse to the direction of
propagation and that no longitudinal electric field is present
[31].

A monopole antenna is used as the receiver for transmit-
ted electric field. This antenna has been designed to have
minimum return loss between 2.4 and 2.5 GHz. To scan
the pattern of transmitted electric field through the bowtie,
the monopole antenna is mounted on the motorized XY-axis
stage.

In this paper, the electric field enhancement is described
in terms of |Et |2 (= |Egap|2/|Eo|2), which is the magnitude
squared of the electric field across the gap (Egap) divided
by electric field without bowtie structure (Eo). The amount
of |Et |2 is investigated for various geometric parameters.
The optimal condition for maximum enhancement in our
experiment is found from these results.

The geometry of the bowtie gap has significant impact on
the electric field enhancement. A previous paper [32] stud-
ied the effect of a gap fixed at 90◦ angle, 1 cm gap size, and
3/8” thickness. In this study, we present the |Et |2 enhance-
ment at different angles (θ ), thicknesses (t), and gap sizes
(d). The bowtie structure is placed in XY-plane (E- and H-
line), as shown in Fig. 2. The parameter values are given in
Table 1.

Table 1 Parameters of the bowtie geometry

Parameters Angle (θ) Thickness (t) Gap size (d)

Range 45◦ 1/8” 0 − 0.5λ

90◦ 1/4”

135◦ 3/8”

180◦
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The monopole antenna is mounted on the XY stage to
scan the area of interest. The stage and VNA are controlled
by a custom LabVIEW program and measured data is stored
in the computer. The waveguide is connected to port 1 of
the VNA as a transmitter and the monopole antenna is con-
nected to port 2 as a receiver. The open end of the waveguide
is placed 1.2 cm above the bowtie and the receiver is located
0.5 cm under it. The data is collected at a position five times
and the result is averaged.

First, the optimal frequency for the experiment is inves-
tigated. Figure 3 shows that 2.45 GHz is most suitable for
further experiments as the reflection (S11) is lowest and
transmission (S21) is highest. Lowest reflection means the
majority of the output power will be applied to the metal
plate.

All experimental measurements are simulated on NEC-
2 software to compare the results [33]. The model consists
of over 5000 segments, each of which has length and radius
under one tenth of wavelength and one eighth of segment
length, respectively. The waveguide is modeled by placing
a 3-cm-long aluminum antenna 2 m (> 15 λ) above the
bowtie along X-axis, exciting it with voltage. The unwanted
electric field is eliminated with a rectangular structure with
same size opening as the experimental waveguide. There-
fore, the signal reaching the gap is far-field electric field,
being enhanced by the gap. A single-point electric field
measurement is performed on the transmitted electric field
below the bowtie gap with a resolution of 0.5 mm. Of all
the output results, the amplitude of the X-axis electric field
is of interest because the experimental receiver antenna is
polarized in that direction.

Results

In this section, we present the experimental and simulation
results to show the field enhancement as a function of the
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Fig. 3 Measurement of S11 with square metal plate and S21 with
bowtie gap

|E
 |2 E

nh
an

ce
m

en
t

0.5λ-0.5λ 0 0.25λ-0.25λ

1.0

2.0

Distance (E-line)

0.5λ00

0

Distance (E-line)

D
is

ta
nc

e 
(H

-li
ne

)

(a) (b)

(c) 3.0  8 mm Gap
 8 mm Gap (decon.)
 Bare Waveguide

-0.5λ0.5λ
-0.5λ

0.5λ

0

-0.5λ

0.5λ

-0.5λ

t

Fig. 4 Measured S21 a without and b with the bowtie. c |Et |2
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geometric parameters. The measured data is collected over
λ×λ area (where λ is the free space wavelength of the inci-
dent field). Figure 4 shows the |Et |2 measurements with and
without the bowtie structure between the transmitter and the
receiver. In presence of the bowtie (Fig. 4b), there is a bright
spot at the center of the image, indicating more focused and
enhanced intensity compared to the plain measurement (Fig.
4a). Figure 4c shows the E-cutline through the 3D map,
where the |Et |2 enhancement with gap (dashed line) is about
two times bigger than the case without the gap (dotted line).
The reported |Et |2 enhancement in the previous work [32]
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is about 1.2 which is 40 % lower than this work. Figure
5 shows the NEC-2 simulation results, which support the
experiment. NEC-2 results show an enhancement of 20 at
the center of the bowtie in comparison with the simulation
without bowtie (dotted line).

The receive antenna has a large effective length com-
pared to the gap size. To compensate for this effect, the
measured data has been de-convolved by the length of the
antenna. In Fig. 4c, the solid line, which is the deconvolution
of dashed line, shows three times |Et |2 enhancement.

Figure 6 shows the normalized transmitted electric field
for the 45◦, 90◦, 135◦, and 180◦ bowtie angle. Normaliza-
tion has been done by comparing the measurement with
the bowtie gap to the measured value at the center of the
area of interest without the bowtie. As shown in Figs. 6
and 7, at 90◦, the bowtie structure has the largest enhance-
ment between all cases because it is the optimal tradeoff
between the effective area and charge accumulation at the
tips. A smaller angle (< 90◦) would focus the charges at
the tips more but the area receiving field energy would
decrease. Moreover, at 90◦, the bowtie antenna becomes
self-complementary and has a stable impedance of 188 �

[34]. With 90◦ plates, the transmitted electric field is a max-
imum for 0.08 λ gap size of the bowtie. For 45◦, |Et |2
enhancement is a maximum at 0.06 λ, and for the rest
(135◦ and 180◦) there is no specific gap size where the
enhancement is a maximum.

The other important parameter of the geometry of the
gap is plate thickness. We investigate three different thick-
nesses (1/8”, 1/4”, and 3/8”) to determine the effect of
the plate thickness on the field enhancement. As long as
the thickness of the gap plate is much bigger than the skin
depth, we find that there is no significant difference between
plate thicknesses. Skin depth of aluminum at 2.45 GHz is
1.65 μm, which is much thinner than the investigated plate
thicknesses.
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Fig. 6 Measured |Et |2 enhancement over gap size
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Fig. 7 Simulated |Et |2 enhancement over gap size

Discussion

As shown in the results, the |Et |2 increases by a factor of
three from the experiment and by 20 from the NEC-2 sim-
ulation. According to [28], the amount of enhancement is
affected by mode volume, coupling efficiency, and Joule
losses. In our study, the mode volume is defined by the
region where electric field is greater than 1/e (36 %) of
its maximum. Stronger enhancement in simulation could be
due to higher coupling efficiency and lower Joule losses
compared to the experiment. The loss model in NEC-2
uses the concept of surface impedance. The model does not
account for behaviors associated with fields within a good
conductor. This simplified algorithm can result in discrep-
ancy between measurement and simulation. In addition, the
difference in the results at 45◦ between measurement and
simulation needs further investigation. However, the behav-
ior of the enhancement factor in both measurement and
simulation agree with each other.
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Fig. 8 Measured |Et |2 enhancement over gap size for graphite bowtie
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We justify that our result from the macro experimen-
tal setup can be applied to design a nanoscale plasmonic
device because aluminum is still highly reflective at opti-
cal frequencies. Also, a dielectric bowtie made of graphite
is investigated at 2.45 GHz. Figure 8 shows similar results
to the results of metallic gap. In this case, the maximum
enhancement occurs at 0.02 λ gap size.

As [28] suggests, there is an inversely proportional rela-
tionship between enhancement and mode volume of the
region. Therefore, enhancement can be significantly higher
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Fig. 9 Simulated electric field pattern for three cross-sections around
the gap to estimate the mode volume

in nanoscale than seen in macroscale. Figure 9 shows the
cross sectional views of the mode volume across the center
of the bowtie gap. To acquire the mode volume precisely,
electric field inside a 2 × 3 × 3 cm3 region around the
1 × 1 × 1 cm3 gap has been simulated on NEC-2. The mode
volume is 8.43 cm3 in this case. Therefore, the mode vol-
ume is 4.6 × 10−3 λ3 and the product of the mode volume
and enhancement factor is 7.4 × 10−2 λ3. This result is in
the same order as the results of [28] in nanoscale.

To study the effect of the tip width (denoted as l in Fig.
2), bowtie structure with sharp tips (l ≈ 0) are used for the
experiment and simulation. Figure 10 shows that the maxi-
mum enhancement occurs at the smallest gap size for bowtie
structures with sharp tips. However, the sharper tips produce
no additional enhancement in comparison with the flat tips.
Thus, the curvature of the tip only affects the optimum gap
size.

In nanoscale applications, plasmonic is used to detect
a single molecule across the nanogap. We imitate the
molecule detection by placing a semi-insulating material
across the gap and measuring the field intensity change.
Since different molecules and materials have different con-
ductivity and permittivity, the charge accumulation on the
tips of the bowtie structure is further studied by placing
higher dielectric materials in the gap to change the capac-
itance. The enhancement increases by 10 % with acrylic
(εr = 1.9), as shown in Fig. 11a. The measurement was
performed with different resistors across the gap to change
the conductance of the bowtie. As shown in Fig. 11b, the
amount of enhancement decreases in the presence of the
resistor. The impedance of the 90◦ bowtie is 188 �. There-
fore, when the resistance across the gap is 200 �, most of
the energy flows through the resistor and the enhancement
factor is a minimum [Fig. 11b] [34]. A lower enhancement
may indicate a conductive molecule at nanoscale.
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sharp bowtie tip
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Enhancement factor for different resistors across the gap

Conclusion

In this work, we have measured the electric field enhance-
ment across a bowtie gap at microwave frequency. Because
the design and fabrication of the bowtie at nanoscale is
challenging, we performed the experiment at macroscale
to find the optimal geometry of the bowtie. The measure-
ment results demonstrate the electric field enhancement is
a maximum at a 90◦ bowtie angle and an 8 mm gap size
in our study. Simulations were performed to confirm the
results. The setup was further studied by placing a material
with higher permittivity in the gap, which resulted in higher
enhancement. We also showed conductivity of the material
across the gap affects the enhancement. When the tip of the
bowtie is sharper, the same magnitude of enhancement fac-
tor occurred at smaller gap size. Finally, we expect that our
approach will be helpful for designing an ideal nanogap for
a variety of plasmonic applications.
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