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 According to the American Heart Association, about 2% of the general population has a 

bicuspid aortic valve (BAV)(Ward, 2000).  For most of these individuals, this condition is present 

at birth, but there are some surgical and many prosthetic treatments that result in a BAV, rather 

than the preferred tricuspid morphology.  The presence of a BAV may lead to endocarditis 

(inflammation of the innermost layer of the heart), aortic stenosis, or valve regurgitation (also 

known as insufficiency)(Ward, 2000). BAV is just one of several valve abnormalities often 

involving the thoracic aorta.  For instance, 50-80% of the patients diagnosed with coarctation of 

the aorta (CoA) also have a BAV(Ward, 2000; Warnes, 2003).  Interestingly, hemodynamic 

parameters including blood pressure (BP), blood flow, wall motion, and wall shear stress (i.e. the 

frictional force exerted on the vessel wall as a result of flowing blood) influence disease in the 

thoracic aorta, and the morphology and function of the aortic valve can drastically impact these 

indices in this region(Bauer, Siniawski, Pasic, Schaumann, & Hetzer, 2006).  For example, most 

of the morbidity observed in patients with CoA (hypertension, aneurysm, stroke, and early onset 

coronary artery disease) can be explained on the basis of abnormal hemodynamics in the aorta 

and its branches(O'Rourke & Cartmill, 1971). 

 Computational fluid dynamics (CFD) is a specialized simulation tool that enables the 

investigation of hemodynamics, and can be used to augment the information obtained by 

clinicians from more traditional diagnostic modalities including echocardiography, computed 

tomography (CT) and magnetic resonance imaging (MRI).  Using CFD, a computational 

representation of a vascular region prone to disease can be built for a particular patient to 

investigate the hemodynamics in this area.  This project focuses on the use of CFD to quantify 

altered hemodynamics in the thoracic aorta and improves on current approaches in this 

area by considering and including aortic valve morphology and function.  The inlet and 

outlet boundary conditions for the patient-specific CFD models are obtained from physiological 

measurements obtained during a clinical MRI session.  In this way, CFD can be used in 
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conjunction with the developments from the current project to simulate blood flow through the 

aorta under physiologic conditions.   

 Data that is currently used to create CFD models comes from magnetic resonance 

angiography (MRA), and the inlet and outlet boundary conditions are determined using phase-

contrast MRI (PC-MRI) and BP measurements.  The inflow PC-MRI measurements that are 

currently imposed in CFD models are often taken downstream from the aortic valve.  Therefore, 

the input into the CFD model ignores the hemodynamic influence of the aortic valve, relies on 

PCMRI imaging parameters to accurately capture the through-plane and in-plane components of 

blood flow velocity, and is assumed to follow the cross-sectional contour of the aorta in the 

upstream measurement region rather than the shape dictated by the aortic valve.  In reality, 

patterns of blood flow surrounding the aortic sinuses are known to play an important role in 

closure of the aortic valve cusps and influence the velocity profile of blood being delivered to the 

ascending aorta(Thubrikar, 1990). 

 Our ultimate goal was to develop patient-specific CFD models that provide an accurate 

physiologic representation of blood flow and pressure for use in quantifying the contribution of 

altered hemodynamics to the morbidity observed in patients with diseases of the thoracic aorta.  

To improve our current techniques, MRI images were obtained in a plane through the aortic valve 

for use with CFD modeling.  When the current suboptimal methods of implementing blood flow 

downstream of the valve are replaced by the data that is obtained from the valve imaging 

sequences and methods presented here, the resulting CFD model will provide a better 

representation of the hemodynamic patterns introduced by the aortic valve.  These methods may 

ultimately be useful in surgical planning to preoperatively quantify the influence of potential 

surgical or catheter-based treatments for a specific patient, provide clinicians with information 

that cannot be obtained by traditional diagnostic modalities, and implement different conditions 
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(virtual exercise or changes in cardiac performance) to determine what effect they would have on 

the hemodynamics of the system. 

This project tested the following hypotheses: 

1. Hemodynamics of the ascending, transverse, and descending thoracic aorta and their 

branches are influenced by the morphology and function of the aortic valve and MRI data 

obtained by specialized imaging sequences and methods performed at the level of the 

valve can be implemented into patient-specific CFD models. 

2. Implementation of these specialized imaging sequences and methods conducted at the 

level of the valve will provide aortic flow waveforms downstream that better replicate 

what is measured via PCMRI and thus, a more accurate patient-specific CFD model for 

use in quantifying hemodynamics throughout the ascending, transverse, and descending 

thoracic aorta and its branches. 

In order to test these hypotheses, we propose the following specific aims: 

SPECIFIC AIM #1:  Develop a method to impose aortic valve morphology into CFD models 

to: 

a. Quantify the influence of aortic valve morphology and function on 

hemodynamics (blood flow, pressure, and wall shear stress) in the ascending, 

transverse, and descending thoracic aorta and its branches in patients with 

surgical repair of aortic coarctation. 

b. Elucidate differences in these indices for CFD models that consider the influence 

of the valve as compared to the current approach where it is neglected. 

 

Approach: Develop novel software to accurately impose bicuspid and tricuspid aortic valve (TRI) 

morphology into CFD models of patients with aortic coarctation.  These inlet 

conditions were compared to the current approach of an assumed profile to 
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determine the region most influenced by the valve, and at what point the inlet no 

longer has an effect. 

 

SPECIFIC AIM #2: Implement valve tracking, PCMRI, and MRA sequences to: 

a. Determine the location and area delineated by the valve leaflets 

b. Quantify the velocity of blood through this area 

c. Compensate for the motion of the aortic root 

 

Approach: Use a cinematic (cine) MRI pulse sequence acquired through the left ventricular 

outflow tract (LVOT) to identify the aortic valve annulus and extract the location 

and motion of the annulus in order to correct for its motion in subsequent 

PCMRI measurements acquired at the level of the aortic valve. 

 

SPECIFIC AIM #3: Apply methods from Aim 1and Aim 2to two groups of CoA patients in 

order to characterize local hemodynamic alterations caused by BAV: 

a. Create computational models of patients with aortic coarctation and bicuspid or 

tricuspid aortic valves including the aortic annulus and aortic sinuses 

b. Impose patient-specific valve morphology to determine regions of hemodynamic 

susceptibility resulting from a bicuspid aortic valve 

 

Approach: Conduct CFD modeling for four patients divided into two groups with aortic 

coarctation using the methods in the previous 2 aims (1 tricuspid, 3 bicuspid).  

Differences between corresponding regions in each group will indicate altered 

hemodynamics that may be indicative of disease progression. 
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CHAPTER 2: BACKGROUND  
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2.1 Motivation 

 The motivation for this work stems from a need to understand how the aortic valve 

influences blood flow patterns in the ascending aorta.  Blood flow measurements may be obtained 

via magnetic resonance imaging at the level of the valve, but the motion of the heart causes errors 

to be introduced into these measurements.  Therefore, this work aims to quantify and compensate 

for these errors and apply an accurate aortic valve inlet condition to computational models being 

used to investigate alterations in blood flow and associated hemodynamics in the thoracic aorta.  

The techniques developed here are rooted in an MRI study by Kozerke et. al. that aimed to 

accurately measure blood flow velocity through the aortic valve by adjusting the imaging plane 

dynamically throughout the scan(Kozerke, Scheidegger, Pedersen, & Boesiger, 1999).  It is our 

intention that the collection of work included here is designed to be helpful in further elucidating 

potential hemodynamic contributions to the increased morbidity seen in patients with aortic valve 

disease. 

2.2 The Aortic Valve 

 The aortic valve is a unidirectional pathway located at the outlet of the left ventricle that 

allows blood to flow from the left ventricle to the ascending aorta during ventricular systole, and 

prohibits reversal of flow during diastole under normal healthy conditions.  The aortic valve 

consists of three semilunar leaflets and corresponding sinuses: the right coronary cusp (in which 

the right coronary artery arises), left coronary cusp (in which the left coronary artery arises), and 

non-coronary cusp (Figure 2.1).   
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Figure 2.1: En face view of a normal TRI and surrounding structures including the atria, right 

ventricle, pulmonary artery, and pulmonary valve (adapted from Yale Atlas of 

Echocardiography)(Lynch & Jaffe, 2006) 

Blood pressure difference between the left ventricle and ascending aorta causes the valve 

to open during systole, and the reversal of flow at the start of diastole causes these valves to close.  

Diseases, both congenital and acquired, affecting the aortic valve drastically alters the flow of 

blood leaving the heart and flowing into the ascending aorta. 

2.3 Bicuspid Aortic Valve 

 One of the most common aortic valve diseases is the BAV.  Early pathology studies 

documented three characteristics of a BAV: inequality of cusp size, the presence of a central 

ridge, called a raphe, usually in the center of the larger of the two cusps, and smooth cusp edges 

even in diseased valves(Ward, 2000).  In some cases two of the valves are fused together 

potentially due to inflammatory-mediated processes (Figure 2.2).   
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Figure 2.2: Parasternal long axis view of the left ventricle showing a bicuspid aortic valve 

(insert).  (Adapted from Yale Atlas of Echocardiography)(Lynch & Jaffe, 2006) 

Three main types of BAV present in the clinic: type I, exhibiting fusion of the right and 

left coronary cusps, type II, exhibiting fusion of the right and non-coronary cusps, and type III, 

exhibiting fusion of the left and non-coronary cusps.  Type I is by far the most common (75-80%) 

(Figure 2.3)(Schaefer et al., 2008). 

 
Figure 2.3: BAV types: right-left fusion (left), right-non fusion (center), and left-non fusion 

(right) with smooth leaflets (top) and exhibiting a central ridge (bottom).  

(Adapted from Schaefer et al)(Schaefer et al., 2008) 

These valves may become severely stenosed and rigid due to fibrosis and heavy 

calcification.  While this does not cause narrowing of the valve opening, the cusps become less 
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flexible, causing the velocity of blood through the valve to increase substantially. Aortic 

regurgitation may result from prolapse of the larger of two unequally sized cusps, in association 

with aortic root dilation, or as a result of endocarditis. Endocarditis develops in 10-30% of BAV 

and 25% of patients diagnosed with endocarditis will develop a BAV.  One study showed this 

was the cause of death in 55% of patients under the age of 30 and was also the cause of severe 

aortic regurgitation in BAV subjects. Because of complications with CoA and endocarditis, 

patients with aortic regurgitation have higher rates of morbidity and surgical interventions at an 

earlier age than those with aortic stenosis(Ward, 2000). 

 BAVs also play a significant role in aortic root dilation and aortic dissection, especially 

in the proximal aorta, often occurring at younger ages(Ward, 2000).  Another vascular condition 

that is affected by aortic valve disease is Marfan Syndrome.  Coincidentally, Marfan Syndrome 

also increases the risk of aortic dissection.  This may be due to cystic medial necrosis in Marfan 

patients making them more prone to aortic dilatation and dissection than normally healthy 

aortas(Larson & Edwards, 1984). 

 These examples demonstrate that there are many cardiovascular abnormalities associated 

with a BAV.  In some conditions, such as endocarditis, it is difficult to determine whether BAV 

developed as a result of the clinically abnormal valve, or if the BAV induced subsequent 

morbidity.  Nevertheless, it can be appreciated that the presence of a BAV adversely alters 

hemodynamics in the proximal aorta and may contribute in dissection or aortic dilation. Thus, the 

influence of altered thoracic hemodynamics induced by the aortic valve warrants further study 

and must be included in CFD models being used for this purpose. 

2.4 Computational studies pertaining to aortic valve tissue 

 Interest is growing within the area of study concerning aortic valve motion and the fluid-

structure interaction between blood being expelled from the left ventricle and the valve cusps.  
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One study by Shadden et. al.(Shadden, Astorino, & Gerbeau, 2010) investigated the efficacy of 

measuring the aortic valve orifice using traditional imaging techniques in comparison with a 

computational technique to simulate the opening of an aortic valve.  This is especially useful in 

aortic stenosis, where the direction of the aortic valve jet influences the progression of diseases in 

the ascending aorta.  Also, the degree of stenosis determines medical treatment, so a more 

accurate assessment of the severity of aortic stenosis would provide a better diagnostic and 

surgical plan. 

 Shadden et al. used idealized 2D and 3D aortic valve models including an inlet length, 

valve, sinuses, and a length of the ascending aorta. Thickness and stiffness parameters were 

applied to the leaflet tissue to govern the movement of the valve.  These simulations were able to 

not only calculate the blood flow through the aortic valve, but also the boundary regions between 

the aortic valve jet and their associated recirculation region.  These are promising results and 

encourage the inclusion of valve tissue properties into patient-specific computational models. 

 Another study by Leuprecht et. al.(Leuprecht, Kozerke, Boesiger, & Perktold, 2003) 

aimed to impose accurate inflow conditions into computational models.  MRI flow measurements 

adapted for heart motion were obtained downstream from the aortic valve, and this profile was 

imposed as the inlet to computational models.  By accurately measuring the flow downstream 

from the valve, its influence is inherently included in these velocity profiles and replicated 

mathematically when imposed at the inlet.   

2.5 Helical Flow Patterns Induced by the Aortic Valve 

 Many studies have been performed to investigate the flow patterns in the thoracic 

aorta(Hope et al., 2010; Hope et al., 2008; Kilner, Yang, Mohiaddin, Firmin, & Longmore, 1993).  

Kilner et al found that right handed helical flows predominate in the upper aortic arch in late 
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systole, and variations in this normal helical flow pattern depends on arch geometry and curvature 

(Figure 2.4).   

 

Figure 2.4: Schematic drawings delineating flow patterns in the ascending aorta during early 

systole (left, during acceleration, highest axial velocities begin along the underside of the arch), 

mid-to-late systole (center, highest velocity streams migrate outward, secondary helical flows 

develop), and end systole (right, combination of rotational and recirculating flows persist after 

closure of the aortic valve).  Adapted from Kilner PJ, Yang GZ, Mohiaddin RH, et al.  Helical 

and retrograde secondary flow patterns in the aortic arch studied by three-directional magnetic 

resonance velocity mapping.  Circulation. Nov 1993; 88 (5 pt 1): 2235-2247., reprinted with 

permission from Wolters Kluwer Health©(Kilner, Yang, Mohiaddin, Firmin, & Longmore, 

1993). 

 

 A recent study by Hope et al(Hope et al., 2010) using time-resolved 3D phase-contrast 

MRI (or 4D flow imaging) identified abnormal secondary blood flow patterns that were not well 

visualized using 2D phase-contrast techniques.  This study showed that patients with normal arch 

types and aortic valves had no relevant secondary flow features during peak systole (Figure 2.5).   
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Figure 2.5: 4D flow streamlines acquired from PCMRI data showing normal flow patterns in the 

ascending aorta of a patient with TRI and normal arch geometry (left: from the right side of the 

arch, and right: from the left side of the arch), adapted from Figure 1a by Hope MD, Hope TA, 

Meadows AK, et al. Bicuspid aortic valve: four-dimensional MR evaluation of ascending aortic 

systolic flow patterns.  Radiology 2010; 244: 53-61, reprinted with permission from the 

Radiological Society of North America (RSNA
®
)(Hope et al., 2010)  

These patients exhibited normal skewing of bulk flow to the right side of the arch, with a slight 

right-had twisting of slow flow along the left side of the arch, becoming more pronounced in late 

systole, similar to the Kilner study.   In patients with a BAV, regardless of the degree of stenosis 

or ascending aortic dilatation, nested right-hand helical flow patterns developed at peak systole 

(Figure 2.6).  

 



 

14 

 
Figure 2.6: 4D PC-MRI streamlines acquired in the ascending aorta of a patient diagnosed with 

BAV, but normal arch geometry.  Note the second right-hand helical flow nested within the outer 

helical flow pattern (left), adapted from Figure 4a by Hope MD, Hope TA, Meadows AK, et al. 

Bicuspid aortic valve: four-dimensional MR evaluation of ascending aortic systolic flow patterns.  

Radiology 2010; 244: 53-61, reprinted with permission from the Radiological Society of North 

America (RSNA
®
)(Hope et al., 2010) 

 Nested helical flow was defined as >180 degree curvature of the majority of high velocity 

streamlines at peak systole around a slower central helical flow in the ascending aorta.  This flow 

abnormality was absent in all patients with a TRI(Hope et al., 2010). 

2.6 Basal heart motion influence on aortic valve blood flow measurements 

 The study by Kozerke et. al., serving as the basis for most of the work developed here, 

aimed to quantify and account for the motion of the heart when performing flow measurements at 

the level of the aortic valve.  In this study, novel MRI pulse sequences and protocols were 

developed to label the basal plane of the heart and track it through time.  These points were then 

fed back to the PC-MRI sequence, adjusting the imaging plane to account for this motion.  The 

study compared corrected and uncorrected flow in volunteers (n=11) and patients with aortic 

valve regurgitation (AR, n=4) to determine differences in blood flow velocity measurements as 

well as differences in blood volume and regurgitant volumes (in the AR group).  This study found 

the peak velocity of the basal plane to be approximately 8 cm/sec for volunteers and 6 cm/sec for 
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the patient group, which occurred early in diastole for both groups.  The study noted a 7-8% 

increase in blood volume ejected during systole, and a reduction in blood volume of 

approximately 50-60% during diastole when correcting for through-plane motion of the base of 

the heart. 

 The original proposal for this project aimed to replicate these techniques, but due to the 

complexity of the design and the restrictions on implementing this in a clinical environment, the 

alternative approach described below was used in order to obtain all the pertinent data required to 

replicate these measurements using sequences readily available in a clinical setting.  These 

adjusted flow waveforms were then used to prescribe inflow boundary conditions for 

computational models replicating the patients’ aortic valve morphology. 

2.7 Coarctation of the Aorta  

 Many risk factors for morbidity in patients with thoracic aortic diseases such as CoA can 

be attributed to abnormal hemodynamics.  CoA is classified as a discrete narrowing of the 

proximal descending thoracic aorta. CoA most commonly occurs near the insertion site of ductus 

arteriosus, a vessel present during fetal development containing oxygen-sensitive smooth muscle 

cells that cause the vessel to close within minutes to hours of birth(Michelakis et al., 2002).  A 

study by Russel et al, looking at tissue samples from 23 surgically corrected CoA patients showed 

that 22 had ductal tissue surrounding the aorta at the site of the coarctation, suggesting that this 

ductal tissue may be somewhat responsible for the discrete coarctation in this region(Russell, 

Berry, Watterson, Dhasmana, & Wisheart, 1991). 

 CoA is also associated with other cardiovascular abnormalities including ventricular 

septal defects, varying degrees of transverse arch hypoplasia, and hypoplastic left heart syndrome 

(HLHS)(Elgamal et al., 2002; McBride et al., 2009; Wollins, Ferencz, Boughman, & Loffredo, 

2001).  CoA is more common in males than females (2:1), and is associated with patients 
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diagnosed with Turner Syndrome (30%), a disorder affecting the sex chromosomes(Sybert, 

1998). 

 These associated abnormalities, in concert with CoA, cause alterations in blood flow 

distributions in the thoracic aorta and its branches.  This causes a mean BP gradient to develop 

across the CoA as well as a drop in the pulse pressure distal to the CoA.  Clinical presentation for 

CoA includes a mean BP gradient between the upper and lower extremities greater than 20 

mmHg.  Symptoms of CoA are high BP, shortness of breath, exercise fatigue, headaches, leg 

cramps and nosebleeds.  Many of these are a result of the increased systemic pressure to the head 

and upper extremities, and reduced blood flow to the lower extremities.  To combat the reduction 

of blood flow to the descending aorta, it is common for collateral circulation to develop between 

the proximal and distal regions of the CoA(Araoz, Reddy, Tarnoff, Roge, & Higgins, 2003).  

Specifically, the blood flow into the descending aorta is restored via the presence of these 

collateral vessels that originate proximal to the coarctation arising from the left subclavian and 

ultimately connecting to intercostal arteries.  These collateral vessels restore the conduit function, 

maintaining blood flow to the descending aorta, but due to the long tortuous nature of these 

vessels, the cushioning function of the aorta is not restored(Figure 2.7)(Nichols & O'Rourke, 

2005).   
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Figure 2.7: Maximum intensity projection of native CoA exhibiting extensive collateralization of 

the descending aorta by means of recruiting intercostal arteries to maintain blood flow distal to 

the CoA site. 

If extensive collateralization is present, patients may be asymptomatic, or only experience 

exercise fatigue.  In patients with high collateralization, descending aortic flow studies normally 

reveal a delayed onset and decay of systolic flow and a continuation of flow into diastole. 

 CoA causes a drastic reduction in aortic compliance leading to elevated pulse pressure 

and hypertension during rest and exercise(O'Rourke & Cartmill, 1971).  Coronary artery 

perfusion during diastole can also be altered resulting in altered blood flow patterns thought to 

increase risk factors for premature coronary artery disease(Malek, Alper, & Izumo, 1999; Qiu & 

Tarbell, 2000; Stone et al., 2003).  Reduced coronary perfusion and concomitant increased 

afterload on the left ventricle may also explain the high instance of heart failure seen in these 

patients(Marshall, Perry, Keane, & Lock, 2000; Prisant, Mawulawde, Kapoor, & Joe, 2004).   
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 Because of this increased morbidity, many surgical and catheter-based treatments have 

been developed for correction of CoA.  The most common correction is called extended end-to-

end anastomosis, where the coarctation is excised using an incision made along the underside of 

the aortic arch and posterior wall of the descending aorta.  The remaining aortic tissue is then 

sutured together (Figure 2.8)(Garguilo, Napoleone, Angeli, & Oppido, 2008).   

 
Figure 2.8: Depiction of extended end-to-end surgical repair of CoA.  This technique reduces 

chance for redeveloping the coarctation by eliminating the circular ring of sutures perpendicular 

to the flow domain thought to cause this recurrence in traditional end-to-end anastomosis.  

Adapted from Gargiulo et al(Garguilo, Napoleone, Angeli, & Oppido, 2008) 

This suture line, beveled (oblique) relative to the flow of blood, has been shown to reduce the 

recoarctation rate in these patients from 41% to 3.6%(Backer, Mavroudis, Zias, Amin, & Weigel, 

1998; Garguilo, Napoleone, Angeli, & Oppido, 2008; Kappetein, Zwinderman, Bogers, Rohmer, 

& Huysmans, 1994; Wood, Javadpour, Duff, Oslizlok, & Walsh, 2004).  Interestingly, some of 

the increased morbidity seen with CoA such as hypertension and altered left ventricular function 

persist even after a successful CoA repair(Gentles, Sanders, & Colan, 2000; Ou et al., 2004; 

Pacileo et al., 2001). 
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2.8 Magnetic Resonance Imaging 

 Magnetic resonance imaging (MRI) is a non-invasive imaging modality used primarily to 

image soft tissue components in the body.  MRI uses a large electromagnet as well as radio 

frequency (RF) and spatially varying gradient (Gx, Gy, Gz) magnetic fields to alter the signal 

originating from the body.  Generally, atoms with an odd number of protons and/or neutrons 

possess a nuclear spin angular momentum (referred to as “spins”) and are susceptible to the MR 

environment.  These atoms can be thought of as small, spinning charged spheres that give rise to 

a magnetic moment(Nishimura, 1996).  One of these atoms is hydrogen (
1
H), the most abundant 

in the body (as part of H2O) and the most sensitive (produces the largest signals).  The basis of 

MR imaging is the interaction of these spins with the main magnetic field (B0), RF field (B1), and 

linear gradient fields (Gx, Gy, Gz). 

Main Field B0 

 In the absence of an external magnetic field, the spins are randomly oriented and the net 

magnetic moment is zero.  However, in the presence of a large external magnetic field B0, the 

magnetic moments tend to align themselves in the direction of the B0 field, creating a net 

magnetic moment (Mo)(Nishimura, 1996).  These spins also exhibit a resonance at a known 

frequency called the Larmor frequency (ω) (Eq. 2.1). 

0B 
     

(2.1) 

Where γ is the gyromagnetic ration (for 
1
H, γ = 42.58 MHz/Tesla), so for a 1.5T MRI system, 

1
H 

resonates at 63.87 MHz.  In general, the B0 field polarizes the 
1
H spins inducing a net magnetic 

moment in the z-direction of strength Mo.   
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Radio Frequency field B1 

 To obtain an MR signal, an RF pulse (B1) tuned to the resonant frequency of the spins is 

applied in the transverse (or xy) direction to excite the spins out of equilibrium.  This excitation 

tips the magnetization vector from the z-direction into the xy-plane.  Upon removal of the RF 

pulse, the magnetization returns to the z-direction.  The time constant characterizing the return of 

the magnetization vector to the z-direction (Mz) is referred to as T1 relaxation.  The governing 

equation for this relaxation is a function of time (t) after the RF pulse is turned off (Eq. 2.2). 

/ 1(1 )t T

z oM M e 
     

(2.2) 

The difference in T1 properties of different tissue is what produces the contrast seen in a T1-

weighted image (Figure 2.9).   

 
Figure 2.9: Mz curve for gray and white mater in the brain (left), showing the largest difference 

used to acquire the T1-weighted image (right) 

Magnetic Resonance Angiography 

 The first MRI sequence used in this study is contrast-enhanced magnetic resonance 

angiography (CE-MRA).  CE-MRA relies on an injected contrast agent that shortens the 

relaxation time (T1) of blood.  The contrast agent used in this study is Gadolinium (Gd)(Koenig, 

1991; Spinosa, Kaufmann, & Hartwell, 2002).  Gadolinium is a highly paramagnetic element in 

its ionized form Gd
3+

, and is chelated in a ring-like molecular cage (the variant used in this study 

is gadodiamide or Omniscan (GE Healthcare, Waukesha, WI).  The T1 of blood can be expressed 

as a function of Gd concentration, [Gd] (Eq. 2.3) 
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 GdR
T

T

T
 1

11 0
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(2.3) 

Where R1 is the relaxivity of the contrast agent and T1o is the T1 of blood with no contrast agent 

(~1200 ms at 1.5T).  Typical values or R1 are 5 mM
-1

s
-1

 (these decrease as magnetic field 

increases, 5-7% at 3.0T).(Matt A. Bernstein, Huston, Lin, Gibbs, & Felmlee, 2001; Koenig, 1991) 

 The gadolinium is injected intravenously into the anticubital vein as a bolus (over a short 

time, 5-10 sec for a 20 mL injection).  The bolus is followed immediately by a saline flush (10-20 

mL).  This creates a tighter bolus that more sharply peaks with respect to time.  The contrast 

bolus then passes to the right ventricle, lungs, left ventricle and into the systemic circulation. 

 The timing of the acquisition is important so the volume of interest is acquired when the 

Gd concentration is highest.  There are some automatic detection sequences available, but the 

most reliable technique is to use a feature that allows for real-time visualization of the ventricular 

chambers.  This makes it possible to visualize the contrast arriving in the ventricles, instruct the 

patient to hold his or her breath to limit respiratory motion, and begin the 3D acquisition with 

sufficient contrast in the vascular region of interest. 

The main goal of CE-MRA is to acquire a 3D imaging volume when the contrast is at or 

near its peak concentration during the first pass through the arteries of interest before the 

enhancement spreads to veins and surrounding tissue.  Therefore acquisition speed is the main 

drive behind the sequence parameters. 

 CE-MRA uses a spoiled gradient-echo (spoiled GRE) pulse sequence and because 

imaging speed is of utmost importance, a decreased field of view in the phase encode direction, or 

reduced repetition time (TR) is employed.  Other techniques such as parallel imaging or wide 

receiver bandwidths in conjunction with partial-echo acquisition may also be used. 
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Phase-Contrast Magnetic Resonance Imaging 

 Phase-contrast magnetic resonance imaging (PC-MRI) uses the phase shift of moving 

tissue to encode velocity by means of flow-encoding gradients.  Typically a bipolar gradient is 

used to produce a phase shift that is linearly proportional to velocity.  The axis of the bipolar 

gradient determines the direction of flow sensitivity.  In most of the PC-MRI sequences used in 

this study, only through-plane velocity is acquired.  This is accomplished by adding the flow 

encoding gradient lobes to a gradient-echo pulse sequence (Figure 2.10). 

 
Figure 2.10: PC-MRI pulse sequences showing flow encoding gradients placed on either side of 

the phase-encoding pulse 

 PC-MRI sequences typically acquire two complete sets of imaging data with all imaging 

parameters the same except for the first moment of the flow encoding gradient (effectively 

toggling the bipolar gradient).  The phase of the two resulting images is subtracted on a pixel-by-

pixel basis.  This accentuates flow in the desired direction while somewhat suppressing unwanted 

phase variations in the stationary background tissue.   
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 The toggling of the bipolar gradient determines the amount of velocity encoding.  Thus, 

there is an additional parameter to be assigned at acquisition called VENC (Velocity ENCoding) 

(Eq. 2.4) 

1

VENC
m







     

(2.4) 

where γ is the gyromagnetic ratio and Δm1 is the change in the first magnetic moment of the 

bipolar velocity gradient.  VENC is in units of cm/sec and the lower the VENC, the more 

sensitive the sequence to slow flow.  Thus, VENC controls the attack and decay ramps, 

magnitude, and area under the bipolar gradients.  The lower the VENC setting the higher the 

required slew rate in these gradients to induce a ±180° phase shift in the vicinity of the slice 

location. 

 When the positive lobe of the flow-encoding gradient is played, tissue at different 

locations acquires slightly different phase angles.  When the negative lobe of the bipolar gradient 

is played, the acquired phase of the stationary tissue is shifted back by the same amount, resulting 

in ideally zero phase-shift in these pixels.  The blood traveling a certain distance between the time 

of the first and second flow-encoding lobe still has a phase shift associated with it because it is in 

a different location from the time of the first bipolar lobe to the second bipolar lobe (Figure 

2.11)(J. Lotz, C. Meier, A. Leppert, & M. Galanski, 2002). 



 

24 

 
Figure 2.11: Effect of bipolar gradients on stationary tissue (Top), and moving tissue (Bottom) 

showing a phase difference when compared to the surrounding tissue after the negative lobe of 

the bipolar gradient, shown at bottom(J. Lotz, C. Meier, A. Leppert, & M. Galanski, 2002) 

 The phase shifts are measured from -180 degrees to 180 degrees.  This allows the 

sequence to encode both blood flow velocity and direction.  Toggling the bipolar gradient 

introduces flow sensitivity along only the through-plane direction, but encoding velocities in 

multiple directions is possible by applying flow sensitivity gradients along multiple axes(Matt A. 

Bernstein, King, & Zhou, 2004). 

Calculation of Phase Shift 

 The velocity can be calculated from the phase difference (ΔΦ) in each pixel following the 

two interleaved bipolar gradients using equation 2.5. 

1

v
m v

VENC
    

    
(2.5) 

From equation 2.5, as the maximum velocity decreases, the Δm term must increase to maintain a 

maximum phase shift of ±180 degrees.  This reinforces the discussion above showing that to 

encode slower velocities, the flow encoding gradient needs to be stronger since the spins are 

traveling shorter distances and the gradients need a steeper slope to maintain the ±180 degree 

phase shift. 
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 Since VENC determines the area of these flow encoding gradients, it is important to 

determine the optimum VENC not only to eliminate the possibility of aliasing the flow signal, but 

to optimize the dynamic range of the acquired signal.  If the VENC is set too low, the measured 

flow values will wrap around and alias velocity information within a voxel.   

 Quantification of flow requires the consideration of noise.  The noise in the velocity 

image is determined by the VENC and the SNR of the magnitude image (Eq.2.6). 

SNR

VENC
~

     
(2.6) 

Therefore, the higher the VENC, the more noise in the image.  So the better the encoding velocity 

matches the real velocity of the region of interest, the more precise the measurement becomes. 

Equation 2.7 relates how the sequence parameter VENC influences the pulse sequence.  

As the velocity of blood to be encoded increases, the VENC also increases.  This results in a 

smaller Δm and reduced gradient strength needed to encode spins traveling into the imaging slice 

VENC
m







    

(27) 

Then, using a combination of equation 2.5 and 2.7 we see that  

m
v




 
     

(2.8) 

Therefore, the calculation for velocity becomes 

v VENC


 
  
       

(2.9) 

Variability in PC-MRI Measurements 

 There is some inherent variability in the acquisition of PC-MRI data and subsequent 

velocity calculations.  There have been several studies in the past that aimed to assess the 

feasibility and accuracy of flow measurements using PC-MRI in comparison with other flow 
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measurement techniques such as sonography or indwelling flow probe transducers(V. Lee et al., 

1997; Ley et al., 2008).  One such study by Lee et. al. compared fast cine phase-contrast MRI, 

conventional cine phase-contrast MRI, and Doppler sonography using an in vitro phantom.  In 

this study, pulsatile flow was generated in a flow phantom using a positive displacement pump at 

peak flow rates of 10, 20, and 30 mL/sec delivered at 71 strokes per minute.  Varying degrees of 

stenosis were introduced in the tubing throughout the study.  Agreement among the three methods 

was evaluated by measuring peak systolic and minimum diastolic flow over the range of stenoses 

and flow rates.  The total volume flow rate was predicted by knowing the volumes displaced by 

the pump per stroke, assuming the rigid tubing was non-distensible.  Using these assumptions, 

cine PC-MRI provided a more accurate flow rate than fast PC, especially at lower velocities.  

Both fast PC (r = 0.97) and cine PC (r > 0.99) measurements of volume flow rates correlated 

better with predicted values than did the Doppler sonography (r = 0.78).(V. Lee et al., 1997)  

Comparisons of the results of this study are given in Table 2.1. 

Table 2.1: Comparison of fast PC, cine PC, and Doppler ultrasound to determine the 

accuracy of flow measurements using a flow phantom(V. Lee et al., 1997) 

 

2.9 Computational Fluid Dynamics 

 The ability to implement CFD in the realm of cardiovascular applications provides a tool 

to investigate altered hemodynamics resulting from vascular diseases.  Previous CFD studies 

in Vitro Volume Flow Measurements Using Phase-Contrast (PC), CinePC, 

and Doppler Sonography

Peak Rate

(ml/sec) Fast PC Cine PC Sonography Predicted

0 10 103.2 ± 67.4 97.0 ± 21.2 124.5± 9.0 82.2

20 206.4 ± 35.3 167.7 ± 0.9 275.5 ± 16.5 164.3

30 358.2 ± 24.5 256.7 ± 8.0 344.6 ± 69.1 246.5

50 10 95.8 ± 4.0 85.8 ± 1.8 88.3 ± 5.9 82.2

20 174.0 ± 8.0 171.0 ± 8.3 150.3 ± 8.8 164.3

30 301.5 ± 40.5 278.0 ± 42.6 207.2 ± 0.0 246.5

Stenosis (%)
In Vitro Volume Flow Measurements (ml/min)
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were often conducted assuming a constant pressure or velocity profile at the vessel outlets, but 

arterial blood flow is strongly influenced by the distal vasculature in vivo.  The methods that were 

used for the current investigation allow us to link the CFD model to analytical representations of 

the distal vasculature by enforcing either a resistance, three-element Windkessel model, or 

impedance at the outlets of the computational domain(Vignon-Clementel, Figueroa, Jansen, & 

Taylor, 2006).  These outlet boundary conditions are determined from measured BP and the 

distribution of flow to the branch arteries of the aorta.   Computational simulations also 

facilitate the study of blood flow at temporal and spatial resolutions many times finer than any 

imaging modality and can capture transient phenomena.  The hemodynamic analysis includes 

indices such as BP, blood flow velocity, time-averaged wall shear stress (TAWSS), oscillatory 

shear index (OSI), and turbulent kinetic energy (TKE). 

 For plane Couette steady flow in a rigid environment, shear stress imparted on the 

stationary wall is calculated as: 

u

y
 


 

      

(2.10) 

Where τ is wall shear stress, μ is dynamic viscosity, u is the velocity of the fluid near the wall, 

and y is the distance from the wall, thus yu  /  is the near-wall velocity gradient.  Therefore, the 

accuracy of WSS calculations depends on the proximity to the wall that velocity can be 

determined.  This is one advantage CFD modeling has over calculation of WSS using 4D PC-

MRI. The resolution of the CFD model is much higher than PC-MRI; therefore, the WSS 

calculations should be much more accurate.  However, conclusions from CFD simulations must 

be weighed against possible sources of error in the simulation and model creation processes.  For 

example, although the CFD process is able to place mesh elements closer to the vessel wall than 

voxels in the MRI images, mesh independence must be achieved to ensure the location of these 

elements does not influence the WSS calculations in a given region.  Further, this assumes the 
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model is an accurate representation of the vasculature.  This investigation measures inter-observer 

variability and the variability between model construction schemes in an attempt to quantify the 

effect each factor has on WSS indices.  As a comparison, the most recent attempts to use 4D PC-

MRI have acquired velocity within 0.9 mm of the vessel wall.(Barker, Lanning, & Shandas, 

2010; Bekkers & Taylor, 2004) 

 Total stress on the wall σ is the sum of pressure and viscous forces 

)( TuupI       
(2.11) 

Where p is pressure, μ is viscosity, and u is the velocity gradient.  For each point on the luminal 

boundary surface (Γw) a normal vector (n) is defined.  The traction vector (t) is defined by 

* st n
    

(2.12) 

Subtracting the normal component of the traction vector leaves only the surface traction vector, ts 

( * )*s s st t t n n 
    

(2.13) 

WSS is calculated by taking the magnitude of this surface vector. 

 

2.10 Altered Hemodynamics Play a Role in Increased Morbidity in CoA Patients 

 WSS has been implicated in the progression of disease in the thoracic aorta(Shaaban & 

Duerinckx, 2000; Wentzel JJ, 2005).  Specifically, alterations in WSS have been shown to 

correlate with regions of aortic dilatation and aneurysm formation(Les et al., 2010; Taylor, 

Hughes, & Zarins, 1998), as well as recoractation(Thury et al., 2007),  in CoA repair(J. F. 

LaDisa, Taylor, & Feinstein, 2010) and restenosis following stent implantation(J. F. LaDisa, Jr. et 

al., 2003).  Two specific components of WSS that are known to influence pathogenesis are 

TAWSS and OSI.  In general, low TAWSS and highly oscillating shear stresses are strongly 

associated with aortic dilatation and aneurysm formation.  A study by Wentzel et al. investigated 

the patterns of TAWSS and OSI in the descending aorta. This study used PC-MRI to assess the 
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in-plane velocity of flowing blood and calculated WSS in quadrants of the descending aorta.  The 

results showed a rotating pattern of low WSS and elevated OSI progressing down the descending 

aorta that correlated to regions prone to wall thickening(Wentzel JJ, 2005). 

 OSI is a measure of the cyclic change in WSS over the cardiac cycle.  Studies by Lee et 

al(A. Lee, Grahm, Cruz, Ratcliffe, & Karlon, 2002) and Liu et al(Liu, Tang, Tieche, & Alkema, 

2003) have shown that vascular smooth muscle and endothelial cells like to experience a 

preferential value for WSS over time.  In highly fluctuating flow, these cells become disorganized 

and are prone to the development or progression of vascular disease(A. Lee, Grahm, Cruz, 

Ratcliffe, & Karlon, 2002).  OSI is defined as 

1

1
1
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t dt
T

OSI

t dt
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 
 
  
 
 
 




    

(2.14) 

where ts is the in-plane component of the surface traction vector.  The range of OSI values is from 

0 to 0.5 where 0 indicates purely one-directional shear stress, and 0.5 indicates temporally 

averaged WSS of zero. 

 Turbulence is a complicated phenomenon to model due to its inherent randomness.  

Turbulent flow can be linked to the Reynolds number of a flowing fluid, a dimensionless value 

that measures the ratio of inertial and viscous forces.  Flows with Reynolds numbers (<2100) are 

considered laminar with viscous forces dominating.  Laminar describes features of the flow 

moving in layers, called laminae, parallel to each other and without mixing.  The fluid in contact 

with the horizontal surface (the vessel wall) is stationary and all other layers slide over each 

other.  Flow resulting in large Reynolds numbers (>4000) is dominated by inertial forces, which 

tend to produce chaotic eddies, vortices, and other flow instabilities and is characterized as 

turbulent.  The region between 2100 and 4000 is referred to as the transition region.  The process 

of laminar flow becoming turbulent is known as boundary layer transition.  Initially, the 



 

30 

disturbances beginning in the laminae flowing over the boundary layer progress into instabilities 

within the boundary layer, but many of these disturbances are transient.  As instability progresses, 

some of the unstable disturbances continue to grow exponentially, but the system remains linear.  

Finally, the amplitudes of these disturbances become large enough to introduce non-linear effects.  

These distortions in the boundary layer become unstable leading to three-dimensional high-

frequency disturbances, typically an order of magnitude greater than the initial disturbances.  

Finally, an explosive growth of these high-frequency disturbances causes the breakdown into 

turbulence(Kachanov, 1994). 

Several studies employed turbulence modeling when computing the flow field in CFD 

simulations to directly calculate turbulent flow within a vessel(Giddens, Mabon, & Cassanova, 

1976; Kilner, Yang, Mohiaddin, Firmin, & Longmore, 1993; Stein & Sabbah, 1976; Tan et al., 

2009).  These techniques require large computational resources and require the solution of 

complex turbulence models that were not within the scope of this work.  Therefore, a method of 

assessing the TKE within a model was adapted from Les et al(Les et al., 2010).  Most studies 

involving turbulence are concerned with its influence on the development or progression in 

aneurysms in the ascending and descending thoracic aorta(Tan et al., 2009), or in the abdominal 

aorta(Les et al., 2010).  A study by Stein and Sabbah(Stein & Sabbah, 1976) using indwelling 

flow probes during cardiac catheterization procedures in the 1970’s showed highly disturbed and 

turbulent flow in the ascending aorta of humans with normal cardiac function and consistently 

turbulent flow in individuals with diseases of the aortic valve.  Studies using PC-MRI(Bogren, 

Mohiaddin, Yang, Kilner, & Firmin, 1995; Kilner, Yang, Mohiaddin, Firmin, & Longmore, 1993) 

also show slight turbulence in the aortic arch of healthy individuals, though most of these were 

deemed transient, small, and quickly dissipating.  Therefore, when imposing diseased aortic 

valves into CFD simulations, it seems valid to investigate any TKE that may be present in the 

ascending aorta that could be accentuated, and missed when the valve is neglected.   
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2.11 Clinical Significance 

The collective results presented here may improve our clinical understanding of the 

morbidity observed in diseases of the thoracic aorta that involve the aortic valve. Differences in 

the ascending aorta due to valve morphology may aid in determining which patients should be 

closely followed in longitudinal studies as a result of varying hemodynamic severity in this region 

due to bicuspid or tricuspid valves. The present, or related results, could also suggest an area for 

future study.  Currently, when surgeons are seating the valve in the aortic annulus during valve 

replacement, the predominant guiding principles of valve positioning are to assure that flow in the 

coronary ostia is not impeded and to attempt to place the valve in the annulus with as little tilt as 

possible.  Most prosthetic valves are bi-leaflet and the leaflet apparatus can be rotated in order to 

help assure the former goal is achieved.  This work suggests that another consideration should be 

given when positioning the leaflets.  Studies would have to verify that similar flow patterns are 

seen with prosthetic valves, and, if so, the work could have significant clinical implications. 

 The ability to impose any valve onto the inlet of a computational model opens up the 

feasibility of using different valve repair techniques with patient-specific model.  This would 

allow a clinician to determine how each repair would influence the blood flow entering the 

ascending aorta on a patient-specific basis.  These results could be compared to the patient’s 

current anatomy to determine if the benefits of intervention outweigh the surgical risk of an 

invasive procedure.  Finally, new surgical techniques could be developed in silico and an 

estimation of the impact on ascending aortic flow could be determined a priori. 
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