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Abstract
Understanding the interaction between transport, reaction and morphology at the scale of individual char particles is important for optimizing solid fuel gasification and combustion processes. However, most particle-scale models treat porous char particles as an effective porous continuum, even though the presence of large, irregular macropores, voids and fractures render such upscaled treatments mathematically invalid, and the models non-predictive. A new modeling framework is therefore proposed to elucidate the impact of morphology on char particle gasification and combustion. A pore-resolving, transient, three-dimensional simulation for gasification of a realistic coal char particle is developed based on X-ray micro-computed...
tomography (micro-CT). The large macropores and voids resolved by micro-CT are explicitly represented in the particle’s geometry and conservation equations based on first principles are solved in those regions. Upscaled, effective-continuum equations are applied only within the micro- and meso-porous grains surrounding the voids, where such equations are mathematically appropriate. To assess the impact of the realistic particle morphology, a second model which employs effective-continuum equations everywhere and assumes spherical symmetry is also developed for a particle having the same initial mass, volume, porosity, surface area and equivalent diameter as the pore-resolving model. The results indicate that large, irregular voids enhance mass transport throughout the particle and affect its overall conversion behavior when reactions occur under intra-particle diffusion control.
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Nomenclature
A pre-factor exponential
B permeability
D diffusion coefficient
D diameter
Ea activation energy
H enthalpy
J diffusion flux
K thermal conductivity
MW molecular weight
M mass
P pressure
Ri rate of production of ith Species
Ru universal gas constant
R radius
S surface area per unit volume
Sg specific surface area (per unit mass)
Sh fluid enthalpy source
Sm mass source term
T temperature
T time
→ velocity
v atomic diffusion volume
V volume
X conversion
x mole fraction
Y mass fraction
ε porosity
θ stoichiometric coefficient
μ dynamic viscosity
ρ density
τ tortuosity
τ stress tensor
1. Introduction

The gasification and combustion behavior of individual coal char particles affects important outputs at the reactor-scale, such as carbon conversion \[1\] and temperature \[2\]. In entrained flow gasification \[3\] and combustion \[4\] processes, char particles often react under zone II conditions, in which both reaction and transport through the particle’s pore structure influence the char consumption rate. For zone II conditions, it has been convincingly demonstrated that particle morphology has a strong impact on conversion rates and cannot be accurately simulated assuming spherical, homogeneous particles \[5\]. Therefore, strategies to optimize thermochemical conversion processes via improved reactor design and operating conditions require a fundamental understanding of the interplay between reaction, transport and morphology at the scale of the individual porous char particles.

Since it is impossible to solve conservation equations for reaction and transport within the actual char structure and its myriad pores, physics and chemistry at the scale of these geometrical heterogeneities are typically averaged, or “upscaled”. Upscaling (e.g. via homogenization \[6\] or volume averaging \[7\]) transforms equations based on first principles and pore-scale geometries into computationally tractable, effective-continuum equations, which contain effective properties that are dependent on the porous medium’s characteristics.

For mathematical validity and accuracy, upscaling methods require a separation of length scales \[8, 9\]. This implies that the characteristic length-scale of the geometrical heterogeneities (e.g. pores) must be significantly smaller than that of the system (e.g. particle), as well as the characteristic length of the physical processes being studied (e.g. concentration gradients) \[9\]:
Inequality (1a) implies that upscaling is meaningful only if there exists a statistically significant sample of heterogeneities over which to average (a representative volume element), but treating heterogeneities with sizes approaching that of the macroscopic domain as an effective-continuum is not valid. Similarly, if the characteristic length-scale of the concentration or temperature gradients becomes nearly as small as the length-scale of the geometric heterogeneities, local averaging is impossible and inequality (1b) is violated.

For char particle gasification and combustion, the length-scale constraints are particularly acute [8], [10]. Across a range of coals and devolatilization conditions, char particles contain large macro-pores, voids and fractures with dimensions that approach the scale of the particles themselves [10], [11]. This results in violation of the length-scale constraints and renders an effective-continuum treatment invalid and non-predictive. Application of an effective-continuum model when the length-scale constraints are not satisfied can result in the failure to predict the extent of heterogeneous reactions [12], mixing [13] and localized phenomena such as hotspots [14]. Despite their general inapplicability, the vast majority of spatially-resolved char particle gasification and combustion models simply ignore the length-scale constraints and employ spherically symmetric, effective-continuum models. Although such an approach might be applicable to synthetic char particles, which are spherical, uniformly porous and lack large voids [15], or to hypothetical spherical particles with a single spherical void [16], the effective-continuum approach is not applicable to realistic void and large macropore morphologies. For this reason, effective-continuum simulations often require adjustable parameters to match experimental data.

This issue has been recognized by several investigators and has led to discrete representations of porous char particles, using Monte Carlo or random walk methods to analyze char conversion [8], [10], [17], [18]. However, the fidelity with which discrete networks represent actual char particles is questionable, and the discrete approach is difficult to combine with models of other physical and chemical processes, such as mass transfer, heat transfer and reaction in the surrounding gas.

Two recent studies have developed simulations of char particle combustion that resolve large pores/voids, but both are based on idealized pore structures and treat the char surrounding the voids as completely non-porous. Richter et al. simulated oxy-combustion of a porous coal char particle by treating the particle as an agglomerate of 185 monodisperse, non-porous spheres, each with a diameter of 25 µm [19]. The void-space between the spheres was meshed and the reacting flow problem was solved using ANSYS FLUENT. Calculations for the entire agglomerate were compared to a non-porous particle, and enhanced reaction rates were observed for the agglomerate. The agglomerate model was later used to calculate drag coefficients and Nusselt numbers for porous particles [20]. Xue et al. used a very similar approach to study oxy-combustion of particles with cone-shaped pores extending from the surface toward the particle center [21]. The char surrounding the idealized pores was also treated as non-porous.

In the context of non-reacting simulations, micro-CT has been used to image coal macro-pores larger than 13.85 µm for flow simulations using COMSOL [22]. Ciesielski and coworkers used confocal scanning laser microscopy on sections of wood particles to obtain microstructural parameters characteristic of the pore structure [23]. The data was used in a constructive solid geometry algorithm to generate three particle geometries which were used in simulations of heat transfer and mass transfer using COMSOL [23], [24]. It was concluded that intra-particle transport is not adequately represented using effective-continuum models.
This paper presents the first pore-resolving, reacting flow simulation for char particle conversion based on a realistic char particle. The approach resolves large pores and voids, circumventing difficulties associated with upscaling large heterogeneities, which have prevented previous effective-continuum treatments from being truly predictive. A second novelty of the current approach is the combination of the void-resolving simulation with an effective-porous-continuum treatment of the micro/meso-porous grains surrounding the resolved pores, in contrast to [19], [21], where the char grains surrounding the idealized resolved pores were assumed to be completely non-porous. In the transient, 3-D simulation approach outlined below, the large macropores and voids are explicitly represented in the particle’s geometry using micro-CT, and conservation equations based on first principles are solved in those regions, as shown in Fig. 1. Effective-continuum equations are employed only within the micro/meso-porous grains (referred to hereafter as “microporous”, although these regions contain micro-, meso- and macro-pores), where they are mathematically appropriate and where the length-scale constraints (Eq. (1a), (1b)) for upscaling are satisfied (see Fig. 1). While equally applicable to combustion, the modeling framework is demonstrated here for entrained flow gasification conditions.

Fig. 1. Schematic of char particle showing resolved pores and voids, as well as micro/meso-porous grains.

The methods of char production and micro-CT imaging are described in Section 2. Development of the pore-resolving simulation and the effective-continuum simulation are presented in Section 3, and a procedure ensuring that the respective particles have identical initial mass, volume, porosity, surface area and equivalent diameter is discussed. A comparison of results from the pore-resolving and effective-continuum simulations is presented in Section 4, and conclusions are discussed in Section 5.

2. Materials and methods

2.1. Char production

A bituminous coal was employed in this study. The particles were pyrolyzed in an electrically heated furnace at a heating rate of 100 °C/min up to 800 °C in an oxygen-free environment. The temperature was held at 800 °C for 20 min, after which the char was cooled to room temperature prior to collection. In this initial study, 850 μm diameter coal particles were employed due to the resolution of the micro-CT, as discussed in Section 2.2. Although the pyrolysis conditions and particle size are not typical of entrained flow gasifiers, a scaling procedure described in Section 3.1 is used to modify the particle size prior to gasification simulations.

2.2. Micro-CT imaging

Several char particles were attached to a cylindrical holder with double-sided adhesive and loaded into the micro-CT. A Hamamatsu L9181-02 micro-focal X-ray source and a Varian 2520DX flat panel X-ray detector was used for 3-D micro-CT imaging. The micro-CT is capable of a maximum resolution of 15 μm. A voxel size of 20 μm
was used in this study, which was sufficient to resolve the large features (voids, pores, irregularities) within the 850 µm particles.

Following micro-CT imaging, reconstruction and image processing were used to generate stacks of two-dimensional TIFF files for individual char particles. A stack of images representing an individual particle was exported to Simpleware ScanIP (Synopsys, Mountain View, USA) for segmentation and image processing [25], where the particle was visualized in three dimensions and the domain was cropped. To partition the geometry into resolved pores and microporous solid, segmentation was performed using ScanIP’s connectivity tool and a binary greyscale criterion. The geometry was then smoothed using recursive Gaussian filtering to reduce sharp edges and the likelihood of complex meshing elements being generated. The char particle shown in Fig. 2(a) was used in the pore-resolving simulation described in Section 3.

![Fig. 2. (a) Reconstructed char particle, and (b) the particle with resolved voids (gold) delineated.](image)

### 3. CFD simulations

#### 3.1. Char particle characterization

To analyze the impact of char particle morphology, two models were developed: a three-dimensional, pore-resolving simulation based on micro-CT imaging and a spherically-symmetric, effective-continuum simulation. To ensure a valid comparison between the pore-resolving and effective-continuum particles, the initial mass, total volume, total porosity, total internal surface area, and equivalent diameter had to be identical for both particles.

The volumes of the resolved voids and the surrounding microporous regions were first quantified for the pore-resolving model. The volume attributed to the resolved pores and voids accounts for dead-end and through pores, including major concavities [26]. Consistent with this definition, the volume of the resolved voids is calculated using ScanIP’s “Close” tool, forming the distinct gold regions shown in Fig. 2(b). The volumes of both the resolved voids, $V_{\text{resolved voids}}$, and the surrounding microporous solid regions, $V_{\text{micro-solid}}$, were then measured. The total volume of the resolved particle (subscript 3D) is the sum of the two volumes:

\[
V_{3D,\text{tot}} = V_{\text{resolved voids}} + V_{\text{micro-solid}}
\]

Relatively large 850 µm char particles were used in this study due to the resolution of the micro-CT, while char particles in entrained flow gasifiers typically have diameters of 100 µm. To conform to the entrained flow gasification conditions to be simulated, the particle geometry was isotropically scaled to a diameter of 100 µm. Because the goal of this work is to demonstrate a new simulation framework and to assess the impact of irregular morphological features, the current approach assumes the morphology of 100 µm and 850 µm particles are similar.

To perform the scaling, an equivalent diameter [27] was first calculated for the pore-resolving particle:

\[
d_{3D,\text{equiv}} = \left(\frac{6V_{3D,\text{tot}}}{\pi}\right)^{\frac{1}{3}}
\]
Then a scaling factor, $R_{\text{scale}}$, was calculated, to ensure that the effective-continuum (subscript 2D) and pore-resolving models had identical equivalent diameters,

$$ (4) \ R_{\text{scale}} = \frac{d_{2D}}{d_{3D,\text{equiv}}} $$

where the spherical, effective-continuum particle’s actual diameter, $d_{2D}$, is the same as its equivalent diameter, and equals 100 µm. The pore-resolving particle was scaled isotropically to ensure that the equivalent diameters were identical. Examination of Eq. (3) demonstrates that if the equivalent diameters are identical, the total volume of the respective particles are also identical. This was confirmed by measurements using the software.

The pore-resolving model contains a portion of its porosity within the resolved voids (the gold regions of Fig. 2b) and a portion of its porosity within the microporous grains (the blue regions of Fig. 2b) surrounding those voids. To ensure that the total initial porosity is identical in both models, the porosity of the unresolved, microporous regions will necessarily be smaller than the uniformly distributed porosity of the effective-continuum model. To determine the initial porosity of the microporous grains in the pore-resolving model, $\varepsilon_{\text{micro-solid},0}$, the total porosity is written as a function of the porosity of the resolved voids, $\varepsilon_{\text{voids}}$, and the porosity of the microporous solid regions:

$$ (5) \ \varepsilon_{3D,\text{Tot},0} = \varepsilon_{\text{voids}} + (1 - \varepsilon_{\text{voids}})\varepsilon_{\text{micro-solid},0} $$

The porosity of the resolved voids is calculated from the measured volumes,

$$ (6) \ \varepsilon_{\text{voids}} = \frac{V_{\text{voids}}}{V_{3D,\text{tot}}} $$

and for the particle employed in this study (Fig. 2), was measured to be 11.7%.

The total initial porosity, $\varepsilon_{3D,\text{Tot},0}$, is treated as an input parameter at present, although in the future this value might be obtained from adsorption and porosimetry experiments. Based on the heating rate and coal type, $\varepsilon_{3D,\text{Tot},0}$ was taken to be 68% [28]. Using this value in conjunction with Eq. (5), the porosity of the microporous regions, $\varepsilon_{\text{micro-solid},0}$, was calculated to be 63.8%.

A schematic of the distribution of porosity for each of the models is shown in Fig. 3. The total porosity is the same in both models, but while the effective-continuum model treats the porosity as uniformly distributed, the pore-resolving model explicitly represents the porosity of the large pores/voids and consequently has a lower porosity associated with the surrounding char.

Fig. 3. Schematic of initial porosity distribution in effective-continuum (left) and pore-resolving (right) models.

To demonstrate that the mass of the effective-continuum and pore-resolving particles are identical, the masses are written in terms of the respective densities, char volumes and porosities:

$$ (7a) \ m_{2D} = \rho_c V_{2D} (1 - \varepsilon_{2D,0}) $$
(7b) \( m_{3D} = \rho_t V_{micro-solid} (1 - \epsilon_{micro-solid,0}) \)

where \( \rho_t \), the true density, is defined as “density of the material excluding pores and voids” \([26]\), and is identical in both models. Equating total porosities, \( \epsilon_{3D,tot,0} \) and \( \epsilon_{2D,0} \), in Eq. (7a) and using Eq. (5) yields

(8) \( m_{2D} = \rho_t V_{micro-solid} (1 - \epsilon_{micro-solid,0}) \)

Since the particles were scaled to be have identical total volumes, \( V_{2D} \) may also be equated with \( V_{3D,tot} \). Then using Eqs. (6), (2) leads to:

(9) \( m_{2D} = \rho_t V_{micro-solid} (1 - \epsilon_{micro-solid,0}) \)

which is identical to the expression for the mass of the pore-resolved particle in Eq. (7b), demonstrating that the masses of the two particles are identical.

Finally, because the initial specific surface area, \( S_g \) (units of \( m^2/g \)), of the unresolved char regions is taken to be identical in both models, despite the slightly different porosities of the char regions, and the mass of char is identical in both models, the total initial surface area on which heterogeneous reactions can occur is also identical in both particles.

3.2. Governing equations and Sub-models

3.2.1. Effective-continuum model

Standard conservation equations for mass, momentum, species and thermal energy for laminar flow are solved in the boundary layer surrounding the particle, and are given by \([29]\):

(10) \( \frac{\partial (\rho \vec{v})}{\partial t} + \nabla \cdot (\rho \vec{v} \vec{v}) = 0 \)

(11) \( \frac{\partial (\rho \vec{v})}{\partial t} + \nabla \cdot (\rho \vec{v} \vec{v}) = -\nabla P + \nabla \cdot (\tau) \)

(12) \( \frac{\partial (\rho Y_i)}{\partial t} + \nabla \cdot (\rho \vec{v} Y_i) = -\nabla \cdot \vec{J}_i \)

(13) \( \frac{\partial (\rho h)}{\partial t} + \nabla \cdot (\rho \vec{v} h) = \nabla \cdot \left[ k \nabla T - \left( \sum_i h_i \vec{J}_i \right) \right] \)

where the variables are defined in the nomenclature. The governing equations account for advection and diffusion similar to the equations employed by Richter et al. \([19]\) and Xue et al. \([21]\), but also retain the unsteady terms. Radiation was not included in the simulations, as it was assumed that particle radiation is dominated by particle-to-particle (rather than particle-to-gas) radiation and that the surrounding particles are at the same temperature as the particle of interest \([30]\). Body forces were also ignored, as the particle was entrained in the surrounding flow. Homogeneous reactions were not included in the simulations, so species and energy source terms are not present for the fluid regions.
Within the porous particle, classical upscaled, effective-continuum versions of the governing equations are employed to account for the presence of both fluid and solid phases [29], with the variables defined in the nomenclature:

\[
\begin{align*}
(14) \quad \frac{\partial (\varepsilon \rho)}{\partial t} + \nabla \cdot (\varepsilon \rho \vec{v}) &= S_m \\
(15) \quad \frac{\partial (\varepsilon \rho \vec{v})}{\partial t} + \nabla \cdot (\varepsilon \rho \vec{v} \vec{v}) &= -\varepsilon \nabla P + \nabla \cdot (\varepsilon \tau) - \left( \frac{\varepsilon^2 \mu}{B} \vec{v} \right) \\
(16) \quad \frac{\partial (\varepsilon \rho \vec{y}_i)}{\partial t} + \nabla \cdot (\varepsilon \rho \vec{v} \vec{y}_i) &= -\nabla \cdot \vec{J}_i + R_i \\
(17) \quad \frac{\partial (\varepsilon \rho h + (1-\varepsilon) \rho_s h_s)}{\partial t} + \nabla \cdot (\varepsilon \rho \vec{v} h) &= \nabla \cdot \left[ k_{eff} \nabla T - \left( \sum_i h_i \vec{J}_i \right) \right] + S_f^h
\end{align*}
\]

A source term is included in the mass conservation equation (Eq. (14)) because heterogeneous reactions generate gaseous species within the porous solid, resulting in Stefan flow. The momentum equation (Eq. (15)) incorporates a viscous resistance term to account for the presence of the porous medium. Heterogeneous reactions occur within the unresolved porous regions and contribute volumetric species and energy source terms, \( R_i \) and \( S_f^h \). Local thermodynamic equilibrium between the solid and gas phases is assumed in the thermal energy equation (Eq. (17)). Sub-models required for the conservation equations are discussed in Sections 3.3 Species transport, 3.4 Other Thermo-physical properties, 3.5 Kinetics, 3.6 Surface area evolution and char conversion.

As described in Section 1, the use of upscaled, effective-continuum conservation equations throughout the particle presumes that the length-scale constraints of Eq. (1) are satisfied everywhere in the particle. This assumption will be evaluated by comparing the effective-continuum and pore-resolving approaches.

3.2.2. Pore-resolving model

For the pore-resolving model, conservation equations based on first principles (Eqs. (10), (11), (12), (13)) are solved not only in the surrounding gas boundary layer, but also in the resolved voids within the char particle, because the length-scale constraints (Eq. (1)) for upscaling are not satisfied for averaging over large heterogeneities. Within the microporous solid grains surrounding the resolved voids, effective-continuum conservation equations (Eqs. (14), (15), (16), (17)) are employed because the constraints for upscaling are satisfied in those regions.

To justify the use of a conservation equation approach in the resolved pores, the Knudsen number was calculated and found to vary between 0.0039 and 0.0066. These values were determined by finding the maximum and minimum mean free paths for the four gas species present at 20 bar and 1800 K (see Section 3.7), which varied between 33 nm for H\(_2\) and 20 nm for CO. The Knudsen number was then calculated using a conservative length scale of 5 \(\mu\)m for the resolved pores in the 100 \(\mu\)m particle. The fact that the Knudsen number was much smaller than unity justifies a conservation equation-based approach.

3.3. Species transport

The diffusive flux in the gas boundary layer and in the resolved voids is related to the mixture-averaged diffusion coefficient and the thermal diffusion coefficient of species \( i \), calculated by kinetic theory, by

\[
\vec{J}_i = -\rho D_{i,m} \nabla y_i - D_{T,i} \frac{v_T}{T} \vec{v}
\]
Diffusion in porous media occurs through molecular diffusion as well as Knudsen diffusion. The Knudsen diffusivity is given by [31]:

\[ D_{i,m,\text{knud}} = \frac{d_p}{3} \sqrt{\frac{8R_u T}{\pi MW_i}} \]

where the average pore diameter, \( d_p \), is given in terms of the porosity, \( \varepsilon \), and internal surface area, \( S \):

\[ 20 d_p = \frac{4\varepsilon}{S} \]

The expression for effective diffusivity in the effective-continuum regions incorporates both forms of diffusive transport and is given by [32]:

\[ \frac{1}{D_{i,m,\text{eff}}} = \frac{\varepsilon}{\tau} \left( \frac{1}{D_{i,m,\text{knud}}} + \frac{1}{D_{i,m}} \right) \]

where the tortuosity, \( \tau \), was assumed to be the inverse of porosity [33]. The diffusive flux expression in Eq. (18) is also employed for the porous char regions, with \( D_{i,m} \) replaced by \( D_{i,m,\text{eff}} \). More complex transport models such as the Dusty Gas Model could be explored in the future. Finally, the permeability of the effective-continuum regions is given by [31]:

\[ B = \frac{d_p^2}{32} \]

3.4. Other Thermo-physical properties
The gas density was calculated from the ideal gas equation of state:

\[ \rho = \frac{P}{R_u T \sum_i \frac{Y_i}{MW_i}} \]

The viscosity and thermal conductivity for individual species were determined using kinetic theory, with values for the mixture given by [29]:

\[ \mu = \sum_i \frac{x_i \mu_i}{\sum_j x_j \phi_{ij}} \]

\[ k = \sum_i \frac{x_i k_i}{\sum_j x_j \phi_{ij}} \]

\[ \phi_{ij} = \frac{\left[ 1 + \left( \frac{\mu_i}{\mu_j} \right)^{\frac{1}{2}} \left( \frac{MW_j}{MW_i} \right)^{\frac{1}{4}} \right]^2}{8 \left( 1 + \frac{MW_i}{MW_j} \right)^{\frac{1}{2}}} \]

The specific heat for each species, \( i \), was calculated using a fourth-order polynomial in temperature, and the mixture specific heat was determined using a weighted mass fraction mixing law.

3.5. Kinetics
Char gasification kinetics are represented by two global heterogeneous reactions
(R1) \( C + CO_2 \rightarrow 2CO \)

(R2) \( C + H_2O \rightarrow CO + H_2 \)

Intrinsic (per unit internal surface area) power law gasification kinetics determined for a bituminous coal at high pressure were employed [34]:

\[
\mathcal{R}_j = A_j \exp \left( -\frac{E_{a,j}}{R_u T} \right) \frac{P_i^n}{P_i}
\]

where \( P_i \) is the partial pressure of species \( i \). The rates were measured under Zone I conditions, free from transport effects. Although product inhibition is likely important under these conditions, we have opted for simple power-law expressions at present. The kinetic parameters are shown in Table 1.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>R1 (( j = 1 ))</th>
<th>R2 (( j = 2 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-exponential factor, ( A_j ) ( m^2 s M Pa^n )</td>
<td>( 7.5 \times 10^3 )</td>
<td>( 144.8 \times 10^3 )</td>
</tr>
<tr>
<td>Activation energy ( E_{a,j} ) ( kJ mol^{-1} )</td>
<td>200</td>
<td>212</td>
</tr>
<tr>
<td>Reaction order, ( n )</td>
<td>0.41</td>
<td>0.41</td>
</tr>
</tbody>
</table>

The species, mass and energy source terms in the effective-continuum conservation equations are related to the intrinsic reaction rates by

\[
(28a) \quad R_i = \sum_j \vartheta_{i,j} \frac{MW_i}{MW_C} S \mathcal{R}_j
\]

\[
(28b) \quad S_m = \sum_i \sum_j \vartheta_{i,j} \frac{MW_i}{MW_C} S \mathcal{R}_j
\]

\[
(28c) \quad S_f^h = -\sum_j \Delta h_{rxn,j} \vartheta_{i,j} \frac{MW_i}{MW_C} S \mathcal{R}_j
\]

The internal surface area per unit volume, \( S \) (see Eq. (29)) is related to the specific surface area, \( S_{sp} \), also obtained from [34].

Finally, due to the high-temperature environment present during the devolatilization and char combustion stages of entrained flow gasification, thermal annealing would lead to a reduction in reactive sites and thus lower gasification reaction rates [35], modeled by a decrease in the pre-exponential factor, \( A_j \) for both reactions [36], [37]. By comparing an assumed temperature profile for a particle moving through the gasifier to the experimental preparation conditions under which the kinetics were obtained, a pre-exponential factor reduction of 42.7% was calculated and applied to both reactions. As mentioned above, homogeneous reactions (e.g. water–gas shift) were omitted at present, to focus on the impact of the resolved morphological features on the interplay of heterogeneous reaction and transport.

3.6. Surface area evolution and char conversion

The evolution of the surface area \( (m^2/c^m^3) \) of the effective-continuum regions with conversion follows the random pore model [38], [39] with the structural parameter, \([Math Processing Error] \psi\), set to zero for simplicity

\[
(29) \quad S = S_0 (1 - X) \sqrt{1 - \psi \ln(1 - X)}
\]

Local char conversion, \( X \), is related to the heterogeneous reaction rates, \( \mathcal{R}_j \), by
\[
\frac{dX}{dt} = \frac{S}{\rho_c(1-\varepsilon_0)} \sum_{j=1}^{2} \theta_{c,j} \mathcal{R}_j
\]

where \(\theta_{c,j}\) is the stoichiometric coefficient of carbon (char) in heterogeneous reaction \(j\). The local conversion, \(X\), is linearly related to the local porosity, \(\varepsilon\)

\[
X = \frac{\varepsilon - \varepsilon_0}{1 - \varepsilon_0}
\]

and the conversion rate is related to the rate of change of porosity by

\[
\frac{dX}{dt} = \frac{1}{1 - \varepsilon_0} \frac{d\varepsilon}{dt}
\]

It is noted that \(\varepsilon_0\) in Eq. (31) is defined as, \(\varepsilon_{2D,0}\) and \(\varepsilon_{micro-solid,0}\), for the effective-continuum and pore-resolving models, respectively. The char particles in both models are assumed to maintain their structural integrity. Fragmentation, which often occurs at high levels of particle conversion [40], is neglected in the present simulations, which are ended at a conversion of 90%.

3.7. Simulation domain, boundary conditions and initial conditions

The particles in both simulations were contained at the center of a spherical domain containing CO, CO\(_2\), H\(_2\) and H\(_2\)O, with a diameter 20 times that of the entrained particles. Because the particles were assumed to be entrained in the surrounding flow, there was no imposed velocity at the boundary and the velocity was free to adjust itself according to the Stefan flow. Other far-field boundary conditions are shown in Table 2 and are based on the gasification region of a single-stage entrained flow gasifier [41]. Pressure at the far-field boundary was 20 bar, the temperature was fixed at 1800 K and the species mole fractions are as shown in Table 2. For the effective-continuum model, symmetry conditions were imposed at the center of the spherical particle.

Table 2. Far-field boundary conditions.

<table>
<thead>
<tr>
<th>Temperature, (T) [K]</th>
<th>1800</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure, (P) [bar]</td>
<td>20</td>
</tr>
<tr>
<td>Mole Fraction, (x_{H_2O}) [-]</td>
<td>0.21</td>
</tr>
<tr>
<td>Mole Fraction, (x_{H_2}) [-]</td>
<td>0.12</td>
</tr>
<tr>
<td>Mole Fraction, (x_{H_2O}) [-]</td>
<td>0.28</td>
</tr>
<tr>
<td>Mole Fraction, (x_{CO}) [-]</td>
<td>0.39</td>
</tr>
</tbody>
</table>

For initial conditions, reactants were removed from the particles in order to prevent unrealistically high initial reaction rates caused by uniform reactant profiles throughout the particles. Species and temperature profiles adjust to their nearly quasi-steady profiles after only a few time steps, and the influence of the initial species profiles is minimal, typical of such systems [15].

3.8. Discretization and mesh validation

The mesh for the three-dimensional, pore-resolving simulation was generated using Simpleware FE Module’s “+FE Free” meshing algorithm, employing tetrahedral mesh elements. The two-dimensional, effective-continuum mesh was generated using FLUENT’s meshing algorithm and was composed of quadrilateral elements. It is noted that the spherically-symmetric effective-continuum model is really one-dimensional, but was developed in two dimensions in FLUENT (as a half-circle in an axisymmetric configuration) for consistency with the pore-resolving model. Similar element sizing conditions were used for both models, with the finest elements existing within the particle and near the particle-fluid interfaces, and growing coarser approaching the far-field boundary. The meshes are illustrated for both models in Fig. 4.
A mesh study was conducted for both models to ensure that the solution was converged with respect to the mesh. Full transient simulations were run to 80 ms for meshes made up of varying numbers of elements and the results were qualitatively and quantitatively compared. The relative error for each mesh was calculated using char conversion volume averaged throughout the particle, taking the finest mesh as the “exact” value. Conversion was chosen for quantitative comparison because it is influenced by both species and temperature profiles. The results of the convergence study are shown in Table 3. A mesh of 400,000 elements was deemed converged for the pore-resolving simulation and was employed for the results reported in Section 4, while a mesh of 13,000 elements was used for the effective-continuum simulation.

3.9. Numerical approach

ANSYS Fluent version 17.2 was used for both the pore-resolving and effective-continuum models. The pressure-based solver was used for this low speed flow problem, with the coupled algorithm chosen to solve the momentum and pressure-based continuity equations together [29]. The spatial discretization scheme was selected based on the mass transfer peclet number, which was much smaller than one, as the flow is diffusion-dominated and scalar values vary nearly linearly between cell faces [42]. The power law scheme was selected for a majority of the spatial discretization schemes and PRESTO! was chosen for the pressure-based solver. Fully implicit time-stepping was used, with a timestep of 0.5 ms selected based on a time step convergence study analogous to the mesh convergence study. The convergence of the solution at each time step was determined using scaled residuals, and the convergence criteria was determined by the residual values at which particle averaged scalars attained a constant value [43]. The pore-resolving model required 48 h of run-time on a 28-core Intel® Xeon® E5-2690 v4 processor operating @ 2.60 GHz, with 256 GB of RAM and a 64-bit operating system.

4. Results and discussion

Validation of the models with experimental data would require knowledge of physical parameters, such as the full pore size distribution, and kinetic input parameters, such as zone I reaction rate data, in addition to zone II measurements of conversion for this specific particle for validation. This data is not available at present. While the previously-mentioned idealized pore-resolving models attempted validation using a simulation of non-
porous particles against experimental temperature data from a variety of coals [19], [21], such an approach was not deemed meaningful for this situation and validation with experimental data was not attempted. Because the goal of this paper is to propose a new modeling framework and to compare a morphologically-resolved model to an effective-continuum model of the same particle, a consistent comparison between the two approaches is sufficient for the present purposes.

To contrast the spherically-symmetric, effective-continuum model with the three-dimensional, pore-resolving model, the respective velocity vectors and magnitudes are shown in Fig. 5 for planes passing through the particle center, with the respective particle-boundary layer interfaces delineated in white. As there is no imposed velocity at the boundary, the outward velocity is due to Stefan flow caused by the heterogeneous reactions. For the spherically-symmetric model (Fig. 5a), the maximum velocity occurs just outside the interface and decreases toward the particle center. For the pore-resolving, three-dimensional model (Fig. 5b), the velocity field was highly asymmetric due to the irregular particle morphology and the magnitude of the velocity maxima were larger than those predicted by the effective-continuum model. The velocity maxima generally occur at the outer parts of the particle-boundary layer interface in the pore-resolving model, but local maxima are also observed within the resolved voids, where channeling occurs. The upper inset in Fig. 5b illustrates the three-dimensional character of the flow field.

Fig. 5. Velocity vector field at 25ms: (a) effective-continuum model, and (b) pore-resolving model, with a second view in a plane orthogonal to the first (upper inset).

Fig. 6 shows mole fraction contours of reactants H2O and CO2 within the particles at 25 ms for planes passing through the particle centers, for the effective-continuum and pore-resolving simulations, with the respective particle-boundary layer interfaces delineated in white. It is noted that voids exist within the white outline for the pore-resolving model. Reactant penetration is asymmetric and significantly higher in the pore-resolving model, for both H2O and CO2, and mole fractions are closer to the values at the far-field boundary (the scales bars are identical for both simulation).
Fig. 6. Reactant mole fraction contours within the particles at 25ms: (a) H₂O, effective-continuum model, (b) H₂O, pore-resolving model, (c) CO₂, effective-continuum model, (b) CO₂, pore-resolving model.

The qualitative differences observed in Fig. 6 are quantified in Fig. 7, in which profiles of reactant mole fraction are plotted as a function of particle radius. For the spherically-symmetric, effective-continuum model, the data was simply taken along the particle’s axis (as all lines from the particle center to edge yield identical results). To generate corresponding radial profiles for the three-dimensional, pore-resolving model, data was averaged over azimuthal and polar directions at every radial position using:

\[
x_{i, 3D}(r) = \frac{1}{4\pi r^2} \int_0^{2\pi} \int_0^\pi x_i(r, \theta, \phi) r^2 \sin \theta d\phi d\theta
\]

Fig. 7. Radial profiles of reactant mole fraction at three times for the effective-continuum (2D) and pore-resolving (3D) models, for (a) H₂O, and (b) CO₂.

The present averaging is performed over both the resolved voids and the microporous grains, to provide a meaningful comparison with the effective-continuum model, which lumps both regions into an effective porous continuum.

Fig. 7 shows reactant mole fractions as a function of radius for both the effective-continuum (“2D”) and pore-resolving models (“3D”) at three times. The particle domain extends to a radius of 50 µm, and a portion of the gas boundary layer (up to 100 µm) is also shown in the figures. The mole fraction of H₂O vapor is lower than that of carbon dioxide within both particles because reaction (R2) is faster than reaction (R1). It is noted from Fig. 7 that the mole fraction profiles in the effective-continuum model decrease smoothly and monotonically with radius, as would be expected from solving reaction–diffusion equations on a spherically symmetric domain. The pore-resolving model, however, had more irregular profiles and almost deviated from monotonicity, due to the non-homogeneous distribution of the resolved voids within the particle and the elevated reactant concentration within those voids.
Fig. 7 shows that the pore-resolving model’s reactant mole fractions were always higher throughout the particle, for both H₂O and CO₂, than the effective-continuum model. This is partially because the resolved voids serve as channels that enhance reactant transport throughout the particle and increase its concentration compared to the effective-continuum model. Furthermore, the enhanced reactant concentration within the voids acts to decrease the characteristic length-scale for diffusion within the microporous solid grains. Whereas the characteristic length-scale for diffusion in the effective-continuum model is the radius of the entire particle, the characteristic length-scale for diffusion in the pore-resolving model is the local half-width of a microporous solid grain, which separates voids that contain reactant at concentrations not dissimilar from the far-field boundary.

The contribution of this second, less-obvious mechanism can be demonstrated by examining Fig. 8, which compares radial reactant profiles for the effective-continuum model (“2D”), for the pore-resolving model averaged over all regions as in Eq. (33) and Fig. 7 (“3D”), and additionally, for the pore-resolving model averaged over azimuthal and polar directions only within the microporous solid regions (“3DMPS”), using

\[
(34) \, x_i,3D,\text{MPS}(r) = \frac{\int_0^{2\pi} \int_0^{\pi} x_i(r,\theta,\phi) f(\varepsilon) r^2 \sin(\theta) \, d\theta \, d\phi}{\int_0^{2\pi} \int_0^{\pi} f(\varepsilon) r^2 \sin(\theta) \, d\theta \, d\phi}
\]

where the function \( f(\varepsilon) \) equals one for microporous solid regions and zero for void regions. Even within the microporous solid regions of the pore-resolving model, the reactant concentrations are significantly higher than in the effective-continuum model. This is despite the fact that the microporous grains in the pore-resolving model have a lower porosity, and thus a lower effective diffusivity, than the porous char in the effective-continuum model. This clearly establishes the importance of the reduced characteristic length-scale for diffusion within the microporous solid grains, which is captured by the pore-resolving model, but not by typical effective-continuum models. Effective-continuum models could potentially be adapted to account for this phenomenon in a general manner, as in [30], or using a similar “bidisperse macro- and micro-pore” approach [44].

Fig. 8. Radial profiles of reactant mole fraction for the effective-continuum model (2D), the pore-resolving model averaged only over the microporous solid regions (3DMPS), and the pore-resolving model averaged over the resolved voids and the microporous solid regions (3D), for (a) H₂O, and (b) CO₂.

Temperature contours for planes passing through the particle centers for the effective-continuum model and the pore-resolving model are shown in Fig. 9a and 9b, respectively, while Fig. 9c shows a three-dimensional surface distribution of temperature for the pore-resolving model. It is observed that there are regions of slightly higher temperature predicted by the pore-resolving model that are not captured by the effective-continuum model (the same scale is used throughout Fig. 9).
Fig. 9. Particle temperature contours at 25 ms, for planes passing through the particle center for (a) the effective-continuum model, (b) the pore-resolving model, and (c) the three-dimensional surface temperature distribution for the pore-resolving model.

This qualitative observation is quantified in Fig. 10, which shows radial temperature profiles for the effective-continuum and pore-resolving models, with the latter again computed by averaging over polar and azimuthal directions at all radii (over both void and microporous char regions),

\[
(35) \quad T(r) = \frac{1}{4\pi r^2} \int_0^{2\pi} \int_0^{\pi} T(r,\theta,\phi) r^2 \sin\theta d\phi d\theta
\]

Fig. 10. Radial profiles of temperature at three times for effective-continuum (2D) and pore-resolving (3D) models.

Because gasification reactions are endothermic, higher reaction rates lead to lower temperatures in the char particle than in the external boundary layer. The temperature decrease was most severe for both models at early times, when reaction rates were fastest. Compared to the mole fraction profiles, the difference in temperature profiles between the two models is less significant, being less than 10 K at all positions and times. Nonetheless, the pore-resolving model has slightly higher temperatures throughout the particle than the effective-continuum model at all times, even though it experiences higher reaction rates than the effective-continuum model (see Fig. 11 below). This is attributed to the enhanced transport of hot reactant gas from the boundary layer into the voids, and the irregular, protruding shape of the particle, both of which also act to decrease the characteristic length-scale for heat transfer within the microporous grains.
The total rate of char conversion, \( dX/dt \), integrated over the entire particle, is compared in Fig. 11 for the pore-resolving and effective-continuum approaches. The rate of char conversion is an important model output, as it is proportional to the species and energy source terms from sub-grid-scale particles into the gas-phase solver of reactor-scale CFD simulations. For both models, the internal surface area and reaction rates are highest early in conversion and decrease with time, since the pore structure parameter, \( \psi \), is set to zero in Eq. (29). Fig. 11 shows that the pore-resolving model has a conversion rate that is up to 19.9% larger than the effective-continuum model, and that the rate of conversion remains higher in the pore-resolving model until 97.5 ms, after which the effective-continuum model has a slightly higher conversion rate.

The enhanced reactant penetration captured by the pore-resolving model is the primary driver behind the differences in conversion rate for the two simulations. As discussed above, the large voids act as channels that increase reactant penetration throughout the pore-space of the particle. This, in effect, reduces the characteristic length-scale for diffusion from the characteristic size of the entire particle (as it is in effective-continuum approaches), to the characteristic size of the individual microporous grains (in pore-resolving models), since the voids surrounding each microporous region contain a gas concentration not dissimilar to that present outside the particle.

To explain the initial difference in char conversion rates predicted by the models and their subsequent similarity as time progresses (Fig. 11), ex-post-facto effectiveness factors, \( \eta \), were calculated for each model and for each heterogeneous reaction, \( j \), by integrating the reaction rates over the entire volume of the char (the entire effective-continuum domain and the microporous solid regions of the pore-resolving model)

\[
\eta_j = \frac{\iiint R_{j,\text{actual}} dV}{\iiint R_{j,\text{ideal}} dV}
\]

The actual reaction rates in Eq. (36) were calculated using the local, instantaneous values of reactant mole fractions in Eqs. (27), (28a), which are affected by transport limitations, while the ideal reaction rates in Eq. (36) employ the far-field mole fractions that would prevail throughout the entire particle in the absence of any transport limitations.

Fig. 12 shows that the C + CO\(_2\) reaction (R1) occurs close to zone I conditions throughout the gasification process, while the C + H\(_2\)O reaction (R2) is under zone II intra-particle diffusion control early in the conversion process. At later times, reaction (R2) also approaches zone I conditions, as the porosity and effective diffusivities increase, and the internal surface area decreases, both of which act to shift the process to kinetic control. For both reactions, and at all times, the pore-resolving simulation predicts higher effectiveness factors than the
effective-continuum model, because it captures the enhanced reactant transport via the intra-particle voids, which reduces intra-particle diffusion limitations.

Fig. 12. Ex-post-facto effectiveness factor calculated by the effective-continuum model ("2D") and the pore-resolving simulation ("3D"), for (a) the C+CO\textsubscript{2} reaction (R1) and (b) the C+H\textsubscript{2}O reaction (R2).

The evolution of the C + H\textsubscript{2}O effectiveness factor in Fig. 12 also explains the differences in predicted char conversion rates between the pore-resolving and effective-continuum models in Fig. 11. The C + H\textsubscript{2}O reaction dominates char conversion because it is the faster reaction and because more H\textsubscript{2}O exists at the far-field boundary than CO\textsubscript{2} in the present simulations. At early times, when this reaction occurs under zone II (intraparticle transport-limited conditions), the enhanced transport via the large macropores and voids affects the overall reaction rate and the pore-resolving model thus predicts the higher char conversion rates seen in Fig. 11. At later times, when both effectiveness factors approach unity and even the C + H\textsubscript{2}O occurs near the zone I, kinetically-limited regime, the impact of the enhanced transport via the large macropores and voids is negligible. Under such conditions, in which intra-particle transport is not limiting, the effective-continuum model and pore-resolving model predict similar reaction rates.

5. Conclusion

A pore-resolving simulation approach based on micro-CT is proposed for zone II gasification and combustion of porous char particles. The simulation resolves the particle’s large macropores, voids and fractures and solves conservation equations based on first principles in those regions, and employs upscaled, effective-continuum equations only in the micro- and meso-porous char surrounding the large voids. In contrast, the vast majority of existing, spatially-resolved, single particle models employ an effective-continuum treatment throughout the entire particle, treating all morphological features as sub-grid-scale, even though upscaling over regions containing large voids is not valid for zone II conditions.

The proposed pore-resolving approach was tested for entrained flow gasification conditions and the results were compared to a corresponding effective-continuum, spherically symmetric model for a char particle with the same initial mass, volume, equivalent diameter, total porosity and surface area. The presence of large macropores and voids was found to significantly enhance species transport through the char particle, not only between the particle surface and its nominal center, but also within the microporous solid grains surrounding the voids, compared to the effective-continuum particle. This finding indicates that for the weak zone II conditions tested, the true characteristic length-scale for diffusion is nearer to the length-scale of a microporous solid grain rather than the radius of the entire particle. This also implies that for the conditions tested, that the impact of the reduced porosity and diffusivity within the porous regions of the pore-resolved model, compared to the effective-continuum approach, is not as significant as the impact of the reduced characteristic length-scale for diffusion.

The predicted rates of char conversion, which are the most important model outputs from the standpoint of reactor-scale CFD simulations, differ significantly early in conversion, but become similar soon thereafter, for the conditions tested. The early difference in reaction rates is attributed to the increased penetration of reactants captured by the pore-resolving model compared to the effective-continuum model prior to 25 ms.
As conversion proceeds, the internal surface area and reaction rates decrease, and the porosity and diffusivities increase, allowing the gasification reactions to transition from a weak zone II regime to nearly kinetically-controlled zone I conditions, as calculated from ex-post-facto effectiveness factors. Under kinetic control, it is expected that the rates of conversion predicted by the two simulations would be nearly identical, given the fact that transport through the particle is no longer limiting in either model and the fact that the total internal surface areas are initially identical.

Pore-resolving simulation based on micro-CT is a novel, predictive and feasible approach to fundamentally understanding the interplay between reaction, transport and morphology during char gasification and combustion. Because differences between pore-resolving and effective-continuum approaches become more pronounced as intra-particle gradients become more important, the modeling framework shows promise for combustion and oxy-combustion conditions, which occur under stronger zone II behavior than gasification. Future work will also simulate a larger number of pulverized sized particles with varying morphologies, imaged with a higher resolution micro-CT, to draw statistically meaningful conclusions. The results, combined with characterization of char morphological distributions for particular coal type/reactor conditions, can be used to inform lower order models, such as effectiveness-factor models, which are appropriate for reactor-scale CFD simulations.
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