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Abstract 
Combustion and gasification of pulverized char often occur under zone II conditions, in which the rate of 
conversion depends on both heterogeneous reaction and gas transport within the particle's porous structure. 
The morphology of porous char has a strong influence on intra-particle diffusion, and thus, on the overall 
conversion rate. Because pulverized coal and biomass char particles are often irregularly shaped and contain 
pores and voids which can approach the size of the particles themselves, conventional models based 
on spherical symmetry and coarse-grained, upscaled, effective continuum conservation equations are not 
applicable or appropriate. A recent 3-D, pore-resolving CFD simulation approach based on real char particle 
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geometries obtained from X-ray micro-computed tomography (micro-CT) obviates the need to upscale over 
large heterogeneities and to make oversimplifying geometric assumptions. The micro-CT-based pore-resolving 
approach is employed here to study zone II combustion for fifty pulverized, porous coal char particles produced 
at a high heating rate. The large pores often present in char particles enhance reactant transport throughout the 
particles, even within the micro- and meso-porous carbon surrounding the large pores. This is particularly the 
case for network-type particle structures, due to the prominence of channels that extend from the particle 
surface. Because reactor-scale codes often employ one-dimensional models to calculate the reaction rates of 
tracked particles, pore-resolving simulations are used to assess the accuracy of existing effectiveness factor 
models for real char. Cenospherical particles can be reasonably modeled using an effectiveness factor solution 
for hollow spheres, but the behavior of more complex network morphologies is not well-predicted by any of the 
effectiveness factor models examined. 

Keywords 
Pore-scale simulation, Char combustion, Micro-CT, Effectiveness Factor, Upscaling 

1. Introduction 
During combustion and gasification of solid fuels like coal and biomass, porous char particles are formed in-situ 
during devolatilization. Because char conversion occurs more slowly than devolatilization and volatile 
combustion, it represents the overall rate-limiting step. For combustion and high-temperature gasification 
of pulverized coal and biomass, the char particles typically react under zone II conditions [1], [2], [3], [4], [5], [6], 
in which heterogeneous reaction and gas diffusion both impact the overall rate of char consumption. The 
coupling between reaction and diffusion at the particle-scale can affect outputs at the reactor-scale, such as 
carbon conversion and temperature [7,8]. Furthermore, reactor-scale computational fluid dynamics (CFD) 
simulations, which are used to optimize boiler and gasifier design and operating conditions, are sensitive to 
submodels used for individual particles [7], [8], [9], [10], [11]. The fidelity of CFD codes for solid fuel 
combustion and gasification therefore depends on the accuracy of the submodels for char conversion, which, in 
turn, requires a fundamental understanding of the interplay between transport, reaction and morphology at the 
particle-scale [8,[12], [13], [14]. 

Due to the innumerable pores in most coal and biomass char particles, physics and chemistry at the pore-scale 
must be “upscaled” [15,16] to transform conservation equations for the actual pore space into “effective-
continuum” conservation equations for smoothly varying variables. The validity of the effective-continuum 
approach requires a separation of length scales; the upscaling must be performed over representative volume 
elements large enough to contain a statistical number of heterogeneities (pores), but small enough to resolve 
particle-scale gradients. This implies that the characteristic size of the pores be much smaller than: (a) the size of 
the particle itself, and (b) the characteristic length of the physical processes to be resolved [17,18]. However, 
char particles produced from many coal and biomass feedstock contain a range of pore sizes, including large 
macro-pores and voids that can approach the size of the particles themselves, leading to violation of the 
upscaling constraints [17,19]. 

Nonetheless, most char consumption models assume, explicitly or implicitly, that particles are amenable to 
treatment as volume-averaged spheres or cylinders, with smoothly varying effective properties and sub-grid-
scale porosity. This is the case for stand-alone, spatially resolved models that examine the impacts of 
reaction, advection and diffusion on density/diameter evolution [20], [21], [22], including those that explicitly 
attempt to account for the presence of large pores [23], as well as effectiveness factor models used in reactor-
scale CFD codes. Application of effective-continuum models in the absence of scale separation can lead to 
inaccurate predictions of heterogeneous reactions [24], mixing [25] and hotspots [26]. Experiments have 



demonstrated that real char particles cannot be accurately modeled as homogeneous, porous spheres [14] and 
that char morphology has a strong impact on conversion for zone II conditions [12,14]. 

Some studies have used discrete networks to model char consumption [17,19,27,28], but the ability of such 
networks to emulate real char morphology is unconfirmed and the approach is difficult to combine with other 
physics. Others have modeled reaction and transport in char particles using resolved, but idealized, voids. For 
instance, confocal scanning laser microscopy was used to obtain the morphological characteristics of biomass 
particles [29] which were then used to generate idealized geometries for non-reacting simulations of heat and 
mass transfer [29,30]. Comparison of the resolved model to an effective-continuum model demonstrated the 
inability of the latter to accurately simulate both heat and mass transfer [29]. Oxy-combustion of a porous coal 
char particle has also been modeled using resolved, but idealized, voids, by treating a single particle as an 
agglomerate of smaller, non-porous spheres [31]. A similar, single particle study of coal char oxy-combustion 
used idealized, resolved cone-shaped pores [32]. Man-made catalyst particles, which often contain 
geometrically regular pores, are more amenable to treatments using idealized, resolved voids. For instance, 
reaction and transport in porous catalyst particles was studied using resolved cylindrical holes while the 
surrounding grains were treated as an effective-continuum [33], [34], [35], [36]. 

An alternative approach to modeling reaction and transport in disordered porous char while respecting the 
length-scale constraints is to experimentally obtain the real particle morphology in three dimensions (3-D) and 
to perform pore-resolving simulations. X-ray micro-computed tomography (micro-CT) is an attractive technique 
for obtaining the internal and external geometry of disordered porous particles [37]. Recently, in-situ micro-CT 
was used to image the evolution of density and temperature in large (~19 mm), smoldering biomass 
particles [38]. Scans were acquired every 90 s with a voxel size of 135 µm, and demonstrated the importance of 
biomass structure on the oxidation process [38]. Micro-CT (voxel size 2 µm) was also used in conjunction with 
zone II experiments to demonstrate the impact of the large pore (> 5 µm) morphology, and the enhanced 
reactant transport therein, on biomass char structure evolution [39]. Non-reacting simulations of transport in 
coal macropores and voids larger than 13.85 µm based on geometries obtained from micro-CT [40] have also 
been reported. 

The first realistic, pore-resolving, reacting flow simulation for char particle conversion was developed [41] to 
address the violation of the length-scale constraints by effective-continuum models. An 850 µm coal char 
particle was imaged in three dimensions using micro-CT (voxel size 20 µm). The particle was then isotropically 
scaled to 100 µm to represent pulverized char and was meshed and exported for CFD simulation under 
entrained flow gasification conditions. Conservation equations based on first principles were applied within the 
resolved large pores, which could not be included in the effective-continuum due to their violation of the length-
scale constraints for upscaling. For the regions of “microporous” char that surround the large voids, effective-
continuum equations were employed, since they contain smaller pores amenable to upscaling. The simulation 
was compared to an effective-continuum simulation of a spherical char particle with identical initial mass, 
volume, porosity, surface area and equivalent diameter. The oxygen penetration and rates of conversion 
differed significantly between the two models before the gasification transitioned from zone II to zone I 
conditions [41]. 

In this paper, the micro-CT-based, pore-resolving simulation approach [41]is extended to a larger distribution of 
particles, with smaller sizes (~100 µm), reacting in a combustion environment. Pore-resolving simulations are 
used to study a population of 50 pulverized, bituminous coal char particles [42] formed at high heating rate, 
whose 3-D internal and external geometries have been obtained from high resolution micro-CT. The simulations 
are used to assess the fidelity of existing one-dimensional effectiveness factor models, which are amenable to 
incorporation in reactor-scale CFD codes. In Section 2, the methods used to produce the char particles and to 
obtain the internal and external particle morphologies using high-resolution micro-CT are presented. An 



overview of the pore resolving CFD simulation [41]and the calculation of effectiveness factors from the 3-D data 
is provided. The methods for calculating effectiveness factors from several 1-D models are then discussed, 
focusing on the geometric parameters obtained from micro-CT imaging of the real particles. In Section 3, results 
from the pore-resolving simulations are used to examine the impacts of morphology on reactant transport, and 
effectiveness factors for real char geometries are compared to predictions of 1-D models proposed in the 
literature. Finally, conclusions are drawn in Section 4. 

2. Methods and models 
2.1. Char production 
Bituminous coal particles (Illinois #6) were sieved to a 105 µm nominal diameter. The coal contained 46.61% 
fixed carbon, 40.34% volatile matter and 13.05% ash on a dry basis, and was composed of 67.48% carbon, 4.82% 
hydrogen, 8.60% oxygen, 1.53% nitrogen and 4.52% sulfur on a dry, ash-free basis. The particles were scattered 
in a single layer on a sheet of aluminum foil, covered with a glass beaker, filled with argon, and sealed. The 
inverted beaker was then placed in a pre-heated, 800 °C muffle oven for 30 s, resulting in a maximum heating 
rate estimated to approach 10,000 K/s. 

2.2. Micro-CT imaging and image processing 
Dozens of char particles were attached to a micro-pipette tip and imaged using a GE v|tome|x s 240 X-ray 
micro-CT scanner operating at 80 kV and 130 µA, with a voxel size of 1.632 µm. The stack of reconstructed TIFF 
images was then imported into the ScanIP (Synopsys, Mountain View, USA) software for processing, 
segmentation, and meshing. Individual particles were segmented from one another and from the pipette 
support material. A recursive Gaussian filter was initially applied to the greyscale images of the individual 
particles, which were then segmented into what is termed the “microporous solid” and “resolved voids/pores” 
using manual gray-scale thresholding. The microporous solid region is comprised of unresolved micropores, 
mesopores and macropores, as well as carbonaceous char. The distribution of particles was comprised 
of cenospheres (particles with a large central void) and network-type particles with a more complex pore 
structure [43]. Most of the cenospheres could be classified as thick-walled crassispheres rather than thin-walled 
tenuispheres. Three dimensional renderings of a cenospherical particle, a transitional particle and a more 
complex particle structure, after filtering and segmentation, are shown in Fig. 1, indicating the resolved pores 
and voids and the microporous char. 

 
Fig. 1. Three-dimensional renderings of three char particles, with the resolved pores/voids shown in blue and 
the microporous solid in red for cenosphere (left), transitional (middle), and network (right) particles. (For 
interpretation of the references to color in this figure caption, the reader is referred to the web version of this 
article.) 
 



2.3. Pore-resolving CFD simulation 
The pore-resolving simulation has been described in detail previously [41], but is summarized here. To focus on 
the impacts of particle morphology on the reaction-transport balance, the effective particle diameter and the 
total particle volume were made identical for every particle by using the isotropic scaling factor 
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where 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 is the volume of microporous solid and Vvoids is the volume of the resolved pores and voids, which 
were calculated using volume integration of the 3-D geometries obtained from micro-CT imaging (see Table S1 
in the Supplementary Material). Because most pulverized particles were close to 100 µm in diameter prior to 
devolatilization, the scale factors ranged only between 0.663 and 1.411. 

The unresolved porosity of the microporous solid regions, 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚, was set to 25.6% for all particles. All transport 
and thermodynamic parameters and all kinetic parameters, including the sub-grid-scale surface area per unit 
volume of the microporous solid regions, S (3.79 × 107 m2

C/m3), were identical for every particle in the 
distribution. Although these parameters are not based on experimental data for this coal char, they are 
consistent between particles and allow for an evaluation of the impacts of the large pore morphology. The 
resolved pore volume, Vvoids, and the microporous solid volume, 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚, differed between the particles, as did the 
spatial distribution and morphology of the resolved pores and voids. The resolved porosity of the 
particles, 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣, ranged from 11.9% to 60.3%. 

The particles were individually placed at the center of a spherical domain with a diameter of 1000 µm. Far-field 
boundary conditions of 1373 K, and mole fractions of 12% O2, 10% H2O, 74% CO2, and 4% CO are based on the 
pre-flame region of a 100 kWth pilot scale furnace [44]. No relative velocity was imposed, as the small particles 
are treated as entrained in the surrounding flow. However, the velocity at the boundary was free to adjust itself 
according to Stefan flow effects, which resulted in a net flux away from the particles. 

Figure 2 shows a cross-section of part of the computational domain for one particle. In the resolved voids and 
pores (blue regions of Fig. 2), as well as in the gas-phase boundary layer surrounding the porous particle (green 
region of Fig. 2), standard gas-phase conservation equations for mass, momentum, species, and thermal 
energy were employed. In this way, the large heterogeneities (voids, pores) which are not amenable to upscaling 
were treated in a mathematically valid manner [41]. Because the microporous char (red regions of Fig. 2) 
contains sub-micron pores that are amenable to upscaling, effective-continuum conservation equations for 
mass, momentum, species, and thermal energy were employed in these regions to account for the presence of 
both gas and solid phases. A mass source term was included in the continuity equation in these regions to 
account for the net production of gas species from heterogeneous reaction. All heterogeneous reactions occur 
on the unresolved surface area, S, of the microporous solid regions, because the resolved interfacial area was 
two and half orders of magnitude smaller than the unresolved surface area of the microporous solid 
(compare SVmps to the resolved interfacial area in Table S1). 



 
Fig. 2. Cross-section of a portion of the meshed computational domain for a char particle. Resolved pores/voids 
(blue), microporous solid (red) and part of the surrounding boundary layer (green). (For interpretation of the 
references to color in this figure caption, the reader is referred to the web version of this article.) 
 

The submodels for transport and kinetic parameters and thermodynamic properties have been described 
previously [41] but are summarized briefly with a focus on the effective diffusion coefficient, which appears in 
the 1-D effectiveness factor models described in Section 2.4. In the microporous solid, both Knudsen and 
molecular diffusion were considered in formulating effective diffusion coefficients, Deff, due to the small pore 
sizes in those regions. The Knudsen diffusion coefficient for species i is given by: 
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where MW is molecular weight, T is the temperature, Ru is the gas constant and the mean pore diameter, 𝑑𝑑𝑝𝑝, is 
calculated using 

(3) 

𝑑𝑑𝑝𝑝 =
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The effective diffusivity of the microporous solid is then calculated from 𝐷𝐷𝑖𝑖,𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾, the mixture-averaged 
molecular diffusion coefficient, 𝐷𝐷𝑖𝑖,𝑚𝑚,, the porosity, 𝜃𝜃, and the tortuosity τ, which is taken to be unity 
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In the surrounding boundary layer and in the resolved voids, standard, gas-phase mixture-averaged diffusion 
coefficients were used. The viscosity and thermal conductivities were determined using kinetic theory and 
standard mixing rules, and the ideal gas equation was used. 



Heterogeneous oxidation and gasification reactions were considered, but gasification reactions were nearly 
three order of magnitudes slower than oxidation at the conditions simulated. Power law (nth order) expressions 
were employed for gasification and a 1st order expression was used for oxidation. Arrhenius rate constants with 
pre-exponential factors and activation energies based on the review in [4] were used and are the same as used 
in [45] (Table S2 in the Supplementary Material). Homogenous reactions and radiation were not considered, due 
to the small particle size, because radiation is assumed to be dominated by particle-to-particle radiation among 
particles of similar temperature [23], and to focus on the interplay between transport, heterogeneous reaction 
and morphology 

Each segmented particle was individually meshed with tetrahedra using Scan IP's “+FE Free” meshing algorithm. 
A finer mesh was used in the particles and near the interface between microporous solid and voids, while a 
coarser mesh was employed in the boundary layer (see Fig. 2). The mesh was exported to ANSYS Fluent for 
steady-state simulation. Being a low Mach number, variable density problem, the pressure-based solver was 
used for solving the governing equations, using the coupled algorithm. The power law scheme was used for 
most spatial finite volume discretizations, but the PRESTO! scheme was used to compute the pressure. 

A mesh study was performed to ensure that the solution was converged with respect to the spatial 
discretization. Three meshes (consisting of approximately one million, two million and four million elements) 
were used to compute the steady state solution for a particle chosen at random. The oxygen mole fraction, a 
variable which varies drastically and irregularly throughout the computational domain (as will be seen 
in Section 3), was averaged over polar and azimuthal directions and plotted versus radius in Fig. 3. The relative 
error for the one- and two-million element meshes was 0.0173 and 0.0144, respectively. A mesh of 
approximately two million elements was deemed sufficient and used for each of the 50 particles. The 
computation time for each 3-D particle with a two million element mesh was approximately 140 h on a 28-core 
CPU. 

 
Fig 3. Comparison of directionally averaged oxygen mole fraction for different meshes. 
 

2.4. Effectiveness factor calculations 
The effectiveness factor, η, represents the ratio of the actual rate of reaction in a porous particle to the ideal 
rate of reaction in the absence of transport limitations. Using the results of the 3-D CFD simulations, the 



effectiveness factor for oxidation for each real char particle was calculated according to its definition, using 
numerical integration over the microporous solid regions, 

(5) 
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The actual reaction rate, 𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎, which varies spatially, uses the calculated values for the oxygen mole fraction 
obtained from the 3-D simulation at each position. The ideal reaction rate, 𝑅𝑅𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, is calculated in the same way, 
except it uses a uniform reactant concentration throughout the particle equal to its boundary value, which 
would prevail in the absence of transport limitations. In the context of reactor-scale CFD codes, the actual 
reaction rate for a particle is determined by evaluating the ideal reaction rate using Eulerian-phase data for the 
cell containing the particle and multiplying by the effectiveness factor, η, which is evaluated using a 1-D model. 

To assess the accuracy of 1-D effectiveness factor models amenable for use in reactor-scale codes, their 
predictions are compared to the “exact” effectiveness factors from the 3-D pore resolving CFD simulations. The 
formulation of the 1-D effectiveness factor models are presented for the case of a first order reaction, consistent 
with the rate expression for oxidation used in the pore-resolving simulation (Table S2), although effectiveness 
factors for nonlinear rate expressions are possible. To ensure a faithful comparison between the predictions of 
the 3-D pore resolving simulation and the 1-D effectiveness factor models for each of the 50 particles, the latter 
employed geometric and morphological parameters (interfacial area, void porosity, etc.) obtained from micro-CT 
image analysis of each particle. The predictions of the 3-D models are not used to tune the 1-D effectiveness 
factor models in any way. 

2.4.1. Effectiveness factors for a uniform sphere and flat plate 
Uniform sphere 

The classical expression for the effectiveness factor of a uniformly porous, symmetrical sphere is given by 
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where 𝜙𝜙, the Thiele modulus, represents the ratio of the reaction rate to the diffusion rate within the porous 
particle. For a first order reaction, it is given by [46] 
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where R is the particle radius, k is the intrinsic (per unit area) heterogeneous rate constant of the solid divided 
by its density (with resultant units of length per time) and S, 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 and Deff have been defined. For each particle, 
the radius, R can be calculated using the 3-D geometries obtained from micro-CT by averaging the distance from 
each node on the interface between the particle and the surrounding boundary layer to the particle's center. 
However, due to the scaling represented by Eq. (1), R was 50 µm for all particles in this study. 

The uniform sphere model is unique among the 1-D models to be examined in that it does not account for the 
void porosity, 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣, in calculating the length scale of the 1-D particle. Therefore, to ensure that the mass of 
carbon and total internal surface area per particle are consistent with the corresponding 3-D simulation, the 



reactive surface area, S, of the uniform sphere model includes the factor (1 − 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣), which represents the 
volume fraction of microporous solid in each particle. 

Due to the uniform sphere model's treatment of the large void porosity at the sub-grid-scale, there is some 
ambiguity as to whether the total porosity 

(8) 

𝜃𝜃𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 + 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚(1 − 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣) 

or the porosity of the microporous solid regions, 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚, should be used when calculating the Knudsen 
diffusivity, DKnud. Consistent with the approach of Hodge et al. [14,47] who compared effectiveness factor 
models to experimental data, the average pore diameter, dpore, and DKnud were calculated using 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚, which is 
based on the nanometer-scale micro- and meso-pores through which Knudsen diffusion is dominant, while the 
molecular diffusion coefficient, 𝐷𝐷𝑚𝑚, is evaluated using 𝜃𝜃𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇. 

For each particle simulated, the porosity of the large pores and voids, 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣, is obtained from the quotient 
of 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 and �𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 + 𝑉𝑉𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣�, where the volume of each region was calculated using volume integration of the 3-
D geometries obtained from micro-CT imaging (see tables S1 and S3 in the Supplementary Material for individual 
particle data). 

Flat plate 

Based on experimental evidence, it has been suggested that cenospherical and network char particles may be 
more accurately modeled as flat plates rather than uniform spheres [14]. The classical solution for the 
effectiveness factor of an infinite flat plate of thickness, L, is given by 

(9) 

𝜂𝜂 =
tanh𝜙𝜙
𝜙𝜙

 

where the Thiele modulus is given by 

(10) 
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𝐿𝐿
2�
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Treating each particle as a symmetric hollow sphere, the cenosphere wall thickness, L, which corresponds to the 
plate thickness, was calculated using the particle radius, R, and the porosity of the resolved pores and 
voids, 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 

(11) 

𝐿𝐿 = 𝑅𝑅 �1 − 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣
1
3� 

It is seen in Eq. (11) that in the flat plate model (as well as in the other 1-D models to follow) the presence of 
large pores and voids is considered when formulating the geometry of the 1-D particle. In other words, the plate 
thickness, L, is based solely on the volume of microporous solid, 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 and the large void porosity is not treated 
as sub-grid-scale. Thus, the surface area, S, in Eq. (10) need not include the factor (1 − 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣), and the effective 
diffusivity, Deff, is unambiguously calculated using 𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚. 



2.4.2. Effectiveness factor for a hollow sphere 
Buffham developed a lesser-known analytical solution for the effectiveness factor of a symmetric hollow 
sphere [48], which may be more appropriate than the flat plate model for cenospheres, especially those with 
thicker walls. The effectiveness factor for a hollow sphere is given by 

(12) 
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where 𝑅𝑅𝑖𝑖𝑖𝑖 and 𝑅𝑅𝑜𝑜𝑜𝑜𝑜𝑜 are the inner and outer radii, and the Thiele modulus 𝜙𝜙 is 

(13) 

𝜙𝜙 = 𝑅𝑅𝑜𝑜𝑜𝑜𝑜𝑜�
𝑆𝑆𝑆𝑆
𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒

 

𝑅𝑅𝑜𝑜𝑜𝑜𝑜𝑜 is identical to R, as previously defined, while the inner radius was calculated using the geometry of a hollow 
sphere, with 𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 from volume integration of the 3-D particles 

(14) 

𝑅𝑅𝑖𝑖𝑖𝑖 = 𝑅𝑅𝑜𝑜𝑜𝑜𝑜𝑜𝜃𝜃𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣
1
3 

The boundary conditions that were used to arrive at the analytical solution are a no flux condition at the center 
of the sphere and a fixed concentration at the external surface, which are identical to those used in deriving the 
effectiveness factor for a uniform sphere. 

2.4.3. Effectiveness factors for complex 3-D structures 
Another class of effectiveness factor models has been formulated to account for the complex three-dimensional 
structure of many catalyst particles in a one-dimensional framework [49], [50], [51], extending earlier 
approaches which use a particle's volume to surface area ratio as the characteristic length-scale [52], [53], [54]. 
The generalized cylinder (1D-GC) and variable diffusivity (1D-VD) models, as outlined in [49,50], require a 
detailed characterization of the particle's morphology, but have shown excellent accuracy in reproducing full 3-D 
calculations for catalyst applications (3% and 1% maximum error, respectively [49]). These models require 
assumptions of isotropic microporous regions, uniform reactivity in the microporous region, and uniform 
temperature and composition along the interface between the microporous solid and the surrounding fluid. This 
last assumption will be discussed in Section 3. 

1D-CG models 

The 1D-GC model requires the solution of a 1-D reaction-diffusion equation for the (dimensionless) reactant 
concentration, Y, along the (dimensionless) coordinate, z, with dimensionless reaction rate r(Y) and variable 
cross-section with shape factor, σ [50]: 

(15a) 
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with boundary conditions 

(15b) 

𝑌𝑌 = 1𝑎𝑎𝑎𝑎𝑎𝑎 = 1 

(15c) 
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The Thiele modulus, 𝜙𝜙1𝐷𝐷−𝐺𝐺𝐺𝐺, is given (for an irreversible reaction) by 

(16) 

𝜙𝜙1𝐷𝐷−𝐺𝐺𝐺𝐺 = 𝑙𝑙�
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where the characteristic length l, represents the ratio of the particle volume to its interfacial area. In the present 
context, the characteristic length, l, corresponds to 

(17) 

𝑙𝑙 =
𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚

𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
 

where 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is the interfacial area between microporous solid and resolved voids or external boundary 
layer (the interface between red and blue regions, as well as red and green regions, in Fig. 2). For each of the 50 
particles, 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 was calculated by volume integration and 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 was calculated by surface integration 
over the interfaces in the 3-D structures obtained from micro-CT (see Table S3 in the Supplementary Material). 

For the 1D-GCγ model (the variant of the model more appropriate at low Thiele modulus), the shape factor, σ, 
appearing in Eq. (15) requires the solution of Poisson's equation on the particle's surface [50]. The shape factor 
is given in terms of parameter γ 

(18) 

𝜎𝜎 =
3𝛾𝛾 − 1
1 − 𝛾𝛾

 

where 

(19) 

𝛾𝛾 =
∫ ∫ ∫ 𝐺𝐺𝐺𝐺𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚

𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚
 

and 𝐺𝐺 is obtained from solving (dimensionless) Poisson's equation on the microporous solid domain 

(20) 

𝛻𝛻∗2𝐺𝐺 = −1in𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 

subject to boundary condition 

(21) 



𝐺𝐺 = 0on𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 

In this study, Poisson's equation for G was solved numerically using COMSOL for each real 3-D particle geometry 
obtained from micro-CT, followed by the calculation of γ and σ. In a reactor-scale CFD context, it is envisioned 
that these geometrical calculations would be performed for a representative distribution of particles as a 
preprocessing step and would not need to be performed within the effectiveness factor routine. The governing 
1-D equation (Eq. (15)) was then solved numerically for Y¸ and the effectiveness factor calculated by numerical 
integration 
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For the 1D-GCΓ model [50] (the variant of the model more appropriate at high Thiele modulus), the shape factor, 
σ, is obtained from 

(23) 

𝜎𝜎 =
𝛤𝛤

1 − 𝛤𝛤
 

where the geometric parameter, Γ, requires integration of the local principal radii of curvature over the 
particle's smooth interfacial area and its non-smooth edges, W, if present [55,56], 
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where 𝑅𝑅𝑎𝑎 and 𝑅𝑅𝑏𝑏 are the local principal radii of curvature on the particle's interfacial area and the non-smooth 
edge term, ℋ,, is zero for naturally occurring char particles. For each real three-dimensional 
particle, 𝑅𝑅𝑎𝑎 and 𝑅𝑅𝑏𝑏 were calculated using COMSOL. The governing 1-D equation (Eq. (15)) was again solved 
numerically for Y¸ and the effectiveness factor calculated by numerical integration (Eq. (22)). The 1D-GC model 
parameters calculated for each particle are provided in Table S3 of the Supplementary Material. 

1D-VD model 

The 1D-VD model [50] employs a variable diffusivity along a single coordinate direction, x. 

(25) 

𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥) = 𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒𝛩𝛩(𝑥𝑥) 

Where 

(26) 

𝛩𝛩(𝑥𝑥) = exp(𝐶𝐶1𝑥𝑥 + 𝐶𝐶2𝑥𝑥𝛼𝛼) 

The model requires three parameters [50] (C1, C2 and α) which are chosen such that the effectiveness factor 
matches the first three terms (including the zeroth order term) of the low modulus series expansion and the first 
two terms (including the zeroth order term) of the high modulus expansion [53]. In practice, the model's three 



parameters require the solution of Poisson's equation for G on the particle's surface (Eq. (20)) to 
obtain γ from Eq. (19) and β from 

(27) 
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as well as the integration of Ra and Rb over the particle's smooth surface and non-smooth “edges” angles (to 
obtain Γ from Eq. (24)). Parameter C1 is obtained from 

(28) 

𝐶𝐶1 = −2𝛤𝛤 

while 𝐶𝐶2 and α are obtained from simultaneously solving nonlinear equations [50] 
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Again, in the context of a reactor-scale CFD code, these calculations would be performed outside of the 
effectiveness factor routine. The effectiveness factor requires the numerical solution of a 1-D boundary value 
problem to obtain the concentration profile 
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where the Thiele modulus is evaluated from Eq. (16). The dimensionless Y was then used in integrating the 
dimensionless reaction rate to yield the effectiveness factor [50] 
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A visual representation of the 1D effectiveness factor models is shown in Fig. 4. 

 
Fig. 4. Visual representation of 1D effectiveness factor models with relevant length scales, for (a) flat plate, (b) 
uniform sphere, (c) hollow sphere, and (d) 1D-GC models. 
 

3. Results and discussion 
All parameters (reaction rates, diffusion coefficients, sub-grid scale surface area, etc.) were identical in the 3-D 
and 1-D models for each particle. Temperature-dependent parameters in the 1-D model used the volume 
averaged temperature for each particle calculated from the corresponding 3-D model. Nonetheless, 1-D 
effectiveness factor models solve a single, simplified reaction-diffusion equation, while the 3-D CFD 
simulation solves conservation equations for mass, momentum, n-1 species and thermal energy . Therefore, to 
ensure that the 3-D simulation and the 1-D effectiveness factor models are comparable and that differences are 
primarily due to the impacts of realistic particle geometries, a 3-D pore resolving simulation was run for a 
uniformly porous sphere at steady state and compared to the 1-D analytical solution [46]. The effectiveness 
factor calculated from the CFD simulation was 0.475, which was in close agreement with the value of 0.486 
calculated using the classical effectiveness factor model, indicating that any differences observed for the 
real char particles are primarily due to their geometrical complexities. The small difference is attributed to the 
additional physics captured in the CFD simulation, such as the impacts of Stefan flow and the presence of 
product species. 

Studies have established, at least for simpler geometries, that the instantaneous distribution of species in 
reacting char particles is approximately quasi-steady at any time [57,58]. In other words, a transient simulation 
for a reacting pulverized char particle would be closely represented by a series of steady state simulations at 
different levels of char conversion. This implies that steady-state simulations provide an accurate representation 
of the transport-reaction coupling for a given morphology. However, a comparison between steady-state and 
transient solutions was performed to ensure that the former provides an adequate representation of the latter 
for the complex char particles and conditions simulated in this study. 



Radial distributions of oxygen mole fraction averaged over polar and azimuthal angles are compared for 
transient [41] and steady-state simulations in Fig. 5, for three particles. The predictions are compared at (an 
early time of) 25 ms to minimize the degree of structural evolution that occurred in the transient simulation. The 
reason that an even earlier time was not used for comparison is because fast transients exist at the beginning of 
the unsteady simulation as the species profiles adjust to the imposition of the boundary conditions. All three 
particles yielded similar results for both transient and steady simulations, with average relative differences of 
6.93%, 4.63%, 4.46%. Some, or perhaps most, of this difference can be attributed to the carbon conversion that 
occurred in the first 25 ms of the transient simulation. It is concluded that steady state simulations are 
reasonable representations of the interplay of reaction and diffusion for a given morphology and therefore 
sufficient for the purposes of this study. 

 
Fig. 5. Comparison of directionally averaged oxygen mole fraction within three different particles for steady and 
transient simulations. 
 

The combustion of 50 char particles imaged with high-resolution micro-CT was then simulated using the pore-
resolving CFD model, with approximately two million elements per particle. Figure 6 shows 3-D morphologies of 
six representative char particles ranging from highly cenospherical to more complex pore structures (Fig. 6(a)), 
as well as the oxygen mole fraction distributions (Fig. 6(b)) and temperature distributions (Fig. 6(c)) for planes 
passing through the centers of the same particles. It is noted that the oxygen mole fraction and temperature are 
shown for both the resolved pores and the microporous char regions. 

 



Fig. 6. (a) Three dimensional geometries of six particles, showing microporous char (red) and resolved pores and 
voids (blue), together with, (b) oxygen mole fraction distributions, and (c) temperature distributions, for two 
dimensional sections of the same particles. (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.) 
 

It is observed in Fig. 6(b) that the oxygen mole fraction distribution is highly dependent on the structure of the 
large voids and pores and is elevated in those regions. For all char particles, the minimum oxygen mole fraction 
is located within the microporous char and not at the particle center. This indicates that for most particles, small 
holes exist that allow for enhanced transport between the particles’ interior voids and the external surface. Even 
for the most cenospherical particle (the leftmost particle in Fig. 6), the minimum oxygen mole fraction occurs in 
the thickest region of microporous solid, although the concentration in the void is only slightly higher than its 
minimum value due to the lack of holes on the surface of this particle (this was verified in three dimensions). For 
the more complex network-type char structures, the oxygen mole fraction is highly asymmetric and does not 
vary monotonically between the particle surface and its center. 

In contrast to the highly non-uniform oxygen mole fraction, the temperature distribution is nearly spatially 
uniform and does not exhibit marked differences between the resolved pores and the microporous char, as 
shown in Fig. 6(c). The observed temperature gradients reside primarily around the outer edge of the particles. 
This is not unexpected, due to the small size of the pulverized char particles, their relatively high thermal 
conductivity and the quiescent atmosphere associated with particles assumed to be entrained in the 
surrounding flow. This gives rise to a Biot number much smaller than unity and nearly uniform internal 
temperatures. It is noted that this conclusion may not hold in conditions closer to zone III (diffusion-limited) 
combustion in which the temperature rise would be higher. The volume averaged particle temperature for the 
hottest burning particle was 1430 K, while for the coolest particle it was 1403 K. 

The effectiveness factors for the real char particles were obtained from numerical integration of the 3-D data 
using Eq. (5). These “exact” effectiveness factors are compared to one another, and to the effectiveness factors 
for uniform spheres, flat plates and hollow spheres, which can be calculated analytically 
using Eqs. (6), (9) and (12), in Fig. 6. Many reactor-scale studies use effectiveness factors for uniform spheres for 
the tracked particles (e.g., [59,60]). Hodge et al. proposed using flat plate effectiveness factors for cenospherical 
and network particles [14], while Ma and Mitchell have proposed treating particles with large voids using 
correlations involving the effectiveness factor of a uniform sphere and the void porosity [13]. 

For comparison between the pore-resolving model and the effectiveness factor models, the particles are 
arranged on the abscissa in increasing order of the external void fraction (EVF), an indicator which increases as 
particles transition from cenospheres with isolated voids to more complex and connected pore structures. The 
EVF is defined as 

(34) 
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where Sext,total is the total interfacial area between the particle the surrounding boundary layer (the green/red 
and green/blue interface areas in Fig. 2), and Sext,void represents the interface area between the voids and the 
surrounding boundary layer (the green/blue interface in Fig. 2). This ratio decreases as the particles becomes 
more cenospherical, with a single, isolated central void, and increases for particles with more numerous and 
complex pores that penetrate the particle surface. In other words, the order of particles along the abscissa 



places the (mostly thick-walled) cenospheres on the left and the more connected, complex pore structures on 
the right. 

It is first observed in Fig. 7 that the true, 3-D effectiveness factors (and thus the reaction rates, via Eq. (5)) 
exhibit a two- to three-fold particle-to-particle variation, despite all particles having the same effective diameter 
and reacting under the same conditions. This suggests that reactor-scale CFD codes, which often incorporate a 
distribution of particle sizes, should also consider incorporating a distribution of porosity and/or morphology. It 
is noted, however, that a size distribution of particles of uniform porosity accounts for mass variations, which 
contributes to the variability seen in Fig. 7. 

 
Fig. 7. Comparison of effectiveness factors predicted by classical models with effectiveness factor obtained by 
volume integration of the 3-D, pore-resolving simulation data. 
 

The uniform sphere effectiveness factor model treats all porosity as sub-grid scale and overestimates the 
characteristic diffusion length. In this model, large pores do not act as reactant reservoirs or channels and gas 
only penetrates the particle by diffusing through uniformly porous solid. As it has been experimentally 
demonstrated that the uniform sphere method is not suitable for realistic particles with multiple large 
pores [14], it is not surprising to see, in Fig. 7, that the uniform sphere model using the same diffusion model 
(Section 2.4.1) predicts the lowest effectiveness factor and is the least accurate compared to the 3-D solution. It 
is noted, that if dpore is calculated using the total porosity, the agreement with the 3-D solution would improve, 
as the overestimation of the DKnud would offset the error in the characteristic length scale. Another option to 
reduce the error of the uniform sphere model would be to use a uniform sphere whose radius is smaller and 
based only on 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚. 

The analytical solutions for hollow spheres and flat plates provide reasonable approximations to the exact 
effectiveness factors for censpherical particles, as seen in Fig. 7. These two models account for the presence of 
large voids and incorporate a shorter length-scale for diffusion through the microporous solid 
(see Eqs. (11) and (14)). While the two models yield similar predictions, the hollow sphere model is more 
accurate for cenospherical particles, which is the particle type for which these models provide a reasonable 
prediction (8.4% relative error vs. 21.7% relative error for particles 1–10). This is because a flat plate is a less 
realistic geometry than a hollow sphere, especially for thicker-walled cenospheres. For all 50 particles, the 
hollow sphere model yields an average relative error of 20.7%, compared with 25.3% for the flat plate model. 
For the more complex structures on the right of the abscissa, neither the flat plate nor the hollow sphere models 
are accurate, with average errors of 31.3% and 30.0% for particles 30 to 50. Effectiveness factors for each 
particle are provided in Table S4 of the Supplementary Material. 



Despite its accuracy for censpheres, the hollow sphere model predicts lower effectiveness factors than the true 
3-D effectiveness factors for all particle types. This is likely because the central void in the hollow sphere model 
is inaccessible and oxygen must first penetrate through the microporous solid region. For most real char 
particles, however, large pores that extend to the particle surface allow oxygen to channel throughout the 
particle, as seen in Fig. 6(b), particularly for the network-type particles. Furthermore, it has been shown 
previously in a study of a single resolved char particle that large macropores and voids also increase the 
penetration of reactant into the microporous solid regions to a larger extent than predictions of uniform 
porosity effective continuum models [41]. This is because the large pore networks present in real char particles 
act as reservoirs for reactant and decrease the effective length-scale for diffusion within the adjacent 
microporous solid, which increases the effectiveness factor. 

This observation has been corroborated in Fig. 8, in which the oxygen mole fraction calculated by the pore-
resolving simulations, xO2, within microporous solid regions is averaged over polar and azimuthal angles at 
every radial position, using 

(35) 

𝑥𝑥𝑂𝑂2,𝑚𝑚𝑚𝑚𝑚𝑚 =
∫  2𝜋𝜋
0 ∫  𝜋𝜋

0 𝛿𝛿𝑥𝑥𝑂𝑂2(𝑟𝑟,𝜃𝜃,𝜑𝜑)𝑟𝑟2sin(𝜃𝜃)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

∫  2𝜋𝜋
0 ∫  𝜋𝜋

0 𝛿𝛿𝑟𝑟2sin(𝜃𝜃)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
 

where δ is unity for microporous solid regions and zero elsewhere. Microporous solid oxygen mole fraction 
distributions are shown for 15 representative particles in Fig. 8: five cenospheres (“Group 1”), five transitional 
particle (“Group 2”), and five particles with network structures (“Group 3”). The plot lines are interrupted when 
there is no microporous solid at a particular radial position. 

 
Fig. 8. Oxygen mole fraction in the microporous solid as a function of radius (averaged over polar 
and azimuthal angles) for 5 particles (P1-P5) from (a) cenospherical, (b) transitional and (c) network particle 
groups calculated from the pore-resolving simulation. 
 

The oxygen mole fraction on the external surface is similar across all groups, and all three groups exhibit a sharp 
decrease in the oxygen mole fraction between the external surface and a radius of ~40 µm. This drop is likely 
due to those points being comprised of protrusions where the average oxygen mole fraction is high, and the 
reaction rate is correspondingly fast. 

More pronounced differences are observed in Fig. 8 near the center of the particles. For Group 1, the oxygen 
mole fraction keeps decreasing in microporous solid regions toward the particle center until it approaches or 
reaches zero. Conversely, for Groups 2 and 3, the oxygen mole fraction within the microporous 
solid increases toward the particle center. In fact, for some particles in Group 3, the oxygen mole fraction in 
microporous regions near the particle center approaches its surface value. The large pores connected to the 
external surface facilitate the transport of oxygen throughout the particle and the characteristic length-scale for 
diffusion within the solid is much smaller than the particle radius. This leads to higher oxygen concentration in 



the microporous solid in the complex particles compared to the particles that have isolated central voids, as 
seen in Fig. 8. 

Effectiveness factors calculated using the more complex 1D-GCγ, 1D-GCΓ and 1D-VD models are shown in Fig. 9, 
in which effectiveness factors from the 3-D, pore-resolving model and the hollow sphere effectiveness factor 
model are also shown. Several geometric parameters are incorporated in the 1D-GCγ, 1D-GCΓ and 1D-VD 
models, as described in Section 2.4.3, which led to very high accuracy in catalyst applications [49,50]. It is 
observed in Fig. 9 that the 1D-GCγ, 1D-GCΓ and 1D-VD models produce similar effectiveness factor predictions. 
Compared to the 1D-GCγ model, which predicts the lowest effectiveness factors, the 1D-VD and 1D-GCΓ models 
yield an average of 4.8% and 8.4% higher values, respectively. All three models predict higher effectiveness 
factors than the 3-D pore-resolving simulations, with an over-prediction of 55.6% for the most cenospherical 
particles (particles 1 to 10) and 16.8% for the more connected, network-type particles (particles 40 to 50). 
Effectiveness factors calculated for each particle are provided in Table S4 of the Supplementary Material. 

 
Fig. 9. Comparison of effectiveness factors predicted by 1D-GC and 1D-VD models with the hollow sphere model 
and with effectiveness factor obtained by volume integration of the 3-D, pore-resolving simulation data. 
 

The 1D-GCγ, 1D-GCΓ and 1D-VD models incorporate several assumptions, noted in Section 2.4.3, which includes 
the restrictive assumption, for high temperature combustion and gasification applications, of uniform reactant 
concentration along the interface between the microporous solid and external surface/voids (the red/blue and 
red/green interfaces in Fig. 2). In reality, oxygen concentration gradients exist within the void space, which 
reduces the interfacial oxygen mole fraction at locations toward the particle centers, as seen in Fig. (6b). This 
reduction in interfacial oxygen mole fraction results in true (3-D) effectiveness factors which are lower than the 
predictions of the 1D-GC and 1D-VD models. 

Particles with macropores extending to the surface (particles toward the right of the abscissa in Fig. 9) have a 
more uniform oxygen mole fraction on the microporous solid/void interface than cenospheres, whose inner wall 
is largely disconnected from the surface. The connected voids and pore networks facilitate the transport of 
oxygen to the entire pore network, whereas oxygen reaches the inner wall of the most cenospherical particles 
predominantly by transport through the microporous solid. This leads to better accuracy (smaller overprediction 
of effectiveness factors) for the 1D-GC and 1D-VD for the more complex, connected void structures than the 
more cenospherical structures, as seen in Fig. 9. 

The relatively higher oxygen mole fraction throughout the void space of the more complex particles is verified 
in Fig. 10, in which the oxygen mole fraction within the resolved pores is averaged over polar and azimuthal 
angles at every radial position for the same 15 particles shown in Fig. 8. To obtain the data in Fig. 10, Eq. (35) is 
again used, but in this case δ is unity for the resolved pores and zero in other regions. For the cenospherical 



particles (Group 1) the oxygen mole fraction is nearly uniform in the void space and significantly lower than its 
surface value, due to the near isolation of the central void from the external surface. For the transitional (Group 
2) and network-type (Group 3 – highest EVF) particles, the oxygen mole fraction is higher in the large pores and 
voids due to their connectedness to the external surface. 

 
Fig. 10. Oxygen mole fraction in the resolved pores and voids as a function of radius (after averaging over polar 
and azimuthal angles) for (a) cenosphericalCenospherical, (b), transitional and (c), network particles calculated 
from the pore-resolving simulation. 
 

4. Conclusions 
High-resolution micro-CT imaging (voxel size of 1.632 µm) was performed for pulverized coal char 
particles (105 µm nominal diameter) to obtain the internal and external geometries in 3-D. The first pore-
resolving, zone II combustion simulations for real char particles were then carried out for 50 particles. The pore-
resolving simulations respect the separation of length-scales required for effective-continuum treatments of 
porous media, by applying equations based on first principles in the resolved pores and the surrounding 
boundary layer, and only using effective-continuum conservation equations in the microporous solid regions 
where the pore size is much smaller than the size of the particles. 

The reactant (oxygen) mole fraction distribution in real char particles is highly dependent on the morphology of 
large pores and voids, is non-monotonic with distance from the particle's surface and attains local minima within 
thick microporous char regions irrespective of the distance from the external surface. The prevalence of 
complex interconnected large pore networks that extend to the external surface enhances oxygen transport 
throughout the particle, even within microporous solid regions near the particles’ centers. Conversely, 
temperatures were nearly spatially uniform throughout the particles, irrespective of the void morphology, for 
the zone II conditions examined in this study. 

Because reactor-scale CFD simulations require one-dimensional models for the thousands of tracked char 
particles, predictions of effectiveness factor models have been compared with the effectiveness factors 
calculated from the 3-D pore-resolving simulations. Effectiveness factors predicted from the classical uniform 
sphere model, a flat plate model, a hollow sphere model, and the 1D-GC and 1D-VD models were assessed. The 
commonly used uniform sphere model treats all pores as sub-grid-scale and results in effectiveness factors 
which are too low for all particle types. The hollow sphere model produces good agreement (better than the flat 
plate model) with the pore-resolving simulation for char particles which are cenospherical but is inaccurate for 
particles with more complex pore structures. Although the 1D-GC and 1D-VD models account for the three-
dimensional morphology of real particles, they overpredict the effectiveness factors for all particle types due to 
their assumption of uniform reactant concentration along the entire solid/void interface. This assumption is 
particularly inaccurate for cenospheres with minimal connection between the central void and external surface. 



Zone II combustion of cenospherical char can be adequately modeled in a one-dimensional context using the 
hollow sphere effectiveness factor approach. More complex network-type char particles require either a new 
effectiveness factor approach, a modification of the 1D-GC or 1D-VD models to account for non-uniform 
interface concentration, or perhaps a modification of bimodal (“macro-micropore”) effectiveness factor 
models [61] to account for “macropores” that cannot be treated at the sub-grid-scale. Reactor-scale CFD codes, 
which often employ a distribution of particle sizes, should also include a distribution of morphologies and a 
corresponding distribution of effectiveness factor models, given the variation of reaction rates between particles 
of the same size reacting under the same conditions and the demonstrated impacts of morphology on 1-D 
effectiveness factor predictions. 
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