
7 
 

This 
Paper*  

  
Matched 2500 Points 2500 Points 

 Ortho-image Pair 3 Ortho-image Pair 4 
Translation (1.37, 8.40) pixels (-2.30, -5.37) pixels 

Rotation 0.42 ° -0.20 ° 

SIFT 

  
Matched 1512 keypoints 945 keypoints 

This 
Paper*  

  
Matched 2500 Points 2500 Points 

The proposed pixel-to-subpixel matching results use different colors to 
represent the matching qualities, green > cyan > blue > pink > red  (see Table 1). The 
red center areas were manually changed to bad matching for updating their elevation 
with adjacent points. Excluding the center area (112 points), the number of bad 
matching among these four ortho-image pairs ranges from 19 to 56, which accounts for 
2.24% of the 2500 selected points at most (see Table 2). Thus, this proposed matching 
method works better than the SIFT method in this specific task that matches different 
scales’ images. Additionally, the blue stripe area in pairs 1 and 2 are the edge of a 
wooden path and a platform, where the elevations change sharply, the proposed 
matching algorithm successfully matched the selected points in these areas. The red 
area on the left bottom corner of pair 4 is caused by the visitors’ movement. 

Table 2 also shows the NCC value distribution of four-orientation matching in 
these four ortho-image pairs (excludes the center area). The lower boundaries for these 
sixteen boxplots are around 0.2 to 0.3. Thus, using a constant value, such as 0.3, to 
determine matching quality is reasonable. The median of NCC value is around 0.8 in 
pairs 3 and 4, which is better than 0.6 in pairs 1 and 2. These statistic results indicate 
that the pairs 3 and 4 were matched better than pairs 1 and 2 by the proposed matching 
method. That is the same in SIFT method, and the significant image rotations in pairs 
1 and 2 may be the reason. 
 
Table 2. Ortho-image Matching Result Summary 
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Pair 1 Pair 2 Pair 3 Pair 4 

Total 2500 2500 2500 2500 
Good Matching 2364 2369 2371 2332 

Green-Four* 2158 1977 2352 2184 
Cyan-Three* 100 276 12 135 
Blue-Two* 88 110 4 7 
Pink-One* 18 6 3 6 

Bad Matching 136 131 129 168 
Center Area 112 112 112 112 
Bad-Center 24 19 17 56 
NCC Value 
Distribution 

    
* the number of NCC>0.3 among the 0, 90, 180 and 270 orientations 
 
Determining the Elevations 

The matched point pairs (𝑥𝑥,𝐷𝐷) and (𝑥𝑥’,𝐷𝐷’) were used to calculate the relative 
elevation for each pixel. The elevation (range from −𝐻𝐻/4 to 𝐻𝐻/4 relative to the drone 
takeoff plane) was represented as an 8-bit grayscale elevation-map (see Figure 6) by 
𝐼𝐼𝐷𝐷𝐷𝐷𝐷𝐷𝑢𝑢,𝑣𝑣 = 255 × (𝐸𝐸𝑆𝑆𝐼𝐼.𝑢𝑢,𝑣𝑣+ 𝐻𝐻/4)/(𝐻𝐻/2). In pairs 1 and 2, the wooden path and platform are 
distinguished from the ground. In pairs 3 and 4, the shape of the ground surface is easily 
noticed by the grayscale value changes in the elevation-map.  

Additionally, the selected 2500 𝑃𝑃𝑜𝑜𝐷𝐷𝑎𝑎𝐷𝐷 (𝑋𝑋,𝑌𝑌,𝐸𝐸𝑆𝑆𝐼𝐼. ,𝑅𝑅,𝐺𝐺,𝐵𝐵) were imported into 
the MeshLab, and the mesh models were created with the default configuration in 
MeshLab (see Figure 7). 

 

  
Pair 1 Pair 2 

  
Pair 3 Pair 4 

Figure 6. Ortho-image and Elevation-map 
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Pair 1 Pair 2 

    
Pair 3 Pair 4 

Figure 7. Point Cloud and Mesh Model 
 

Evaluating the Proposed Method 
The profiles of the point clouds were used to evaluate the proposed method. 

With the help of the four orientations matching, the proposed NCC-based pixel 
matching is sensitive to elevation changes in both x-axis and y-axis direction of ortho-
images. In this experiment, the pairs 3 and 4 have an overlap that pair3’s x-axis is near 
to pair 4’s y-axis. Thus, pair3’s x-axis and pair 4’s y-axis should have a similar profile. 
The experiment result in Figure 8 confirms that the pairs 3 and 4 have the overlap 
profile from 0 to 17 m, which includes the ditch, wooden path and ground. The shapes 
of these two profiles from 0 to -17 m are nearly parallel, because this area is a slope.  

Pair 1’s profile at the y-axis shows the overall wooden path elevation is about 
0.85 m, and its profile at the x-axis shows the ground, close to the wooden path, has 
the elevation around 0.05 m (see Figure 9). Then the wooden path and the ground have 
about 0.8 m elevation differential. Additionally, five measured vertical distances from 
the wooden path to the ground is 0.83, 0.82, 0.82, 0.79 and 0.78 m by measuring tape, 
with the mean 0.808 m. The measure error is - 8 mm (or 0.008 m = 0.80 m - 0.808 m) 
with the drone flies at 10 meters above than the ground. 

 

 
Figure 8. Profile of Pair 3’ x-axis and Pair 4’s y-axis 
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Figure 9. Pair 1 Profiles 

 

CONCLUSION 
This paper presents a cheaper, faster and effective 3D reconstruction method, 

which only needs a drone-based low and high ortho-image pair as the input. The overall 
procedure includes: 1) using a drone to acquire construction sites’ low and high ortho-
image pairs, 2) using vertical baseline triangulation model to recover the elevations 
from the low and high ortho-image pairs, and 3) generating the 3D point cloud and 2D 
elevation-maps. The proposed method is faster than the standard SfM method. It takes 
less than 3 minutes to complete the whole procedure for an ortho-image pair (Python 
3.7.3, CPU Xeon Gold 5122 @3.6 GHz) with 2500 selected pixels.  

In this study, the camera distortion is not considered. This might impact the 
image feature matching, affecting the horizontal coordinate calculation and horizontal 
distance measurement (which was not performed in this paper). Further research can 
undistort the ortho-images with the camera’s distortion parameters. Additionally, the 
experiment only compared the straight-line distance between the model and real-world 
without aligning the model to the real-world coordinates. Further work can use the 
ground control points to align the model coordinates to the real-world coordinates. 
Furthermore, as the experiment only evaluated the 10 m and 20 m other-image pair, 
further evaluations should be set up to test the accuracy of different drone flight heights, 
such as 10m and 20m, 60 m and 120 m. 
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