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Abstract

In this paper we present a method for identification of temporal patterns predictive of significant events in a dynamic data system. A new hybrid model using Reconstructed Phase Space (MRPS) and Hidden Markov Model (HMM) is applied to identify temporal patterns. This method constructs phase space embedding by using individual embedding of each variable sequences. We also employ Hidden Markov Models (HMM) to the multivariate sequence data to categorize multi-dimensional data into three states, e.g. normal, patterns and events. A support vector machine optimization method is used to search an optimal classifier to identify temporal patterns that are predictive of future events. We performed two experimental applications using chaotic time series and natural gas usage series related to the natural gas usage forecasting problem. Experiments show that the new method significantly outperforms the original RPS framework and neural network method.
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1. Introduction

Consider the multivariate data sequences \( \mathbf{X}(t) \) representing the measurements of a dynamic data system:

\[
\mathbf{X}(t) = [X_{t1}, X_{t2}, ..., X_{tm}, X_{te}], \quad t = 1, 2, K, N.
\]

where \( t \) is the time index, \( N \) is the total number of observations, \([X_{te}, t = 1, 2, K, N] \) is called event sequence containing events of interest, \([X_{tj}, t = 1, 2, K, N] \) is called multivariable sequence. In many applications, the underlying multivariate dynamic system observed by (1) is often complex and chaotic. Events in data systems are often closely related to time ordered structures, called temporal patterns. Discovering temporal patterns that are characteristic and predictive of to the events are important in many applications including in financial applications to determine the timing of positions of securities [2], forecasting economic growth and outlook, medical anomaly detection, interpretation of underlying system dynamics [9], [20]. In [22], evolutional patterns of GDP are used to address the characteristics of the economic growth.

In the area of data mining and pattern analysis, we are not only interested in detecting the events in the event data sequence \( X_{te}(t) \), but also in exploring the causal relationship with the multivariate variable sequence. For instance, it can represent causing variables to the events in the sequence \( X_{te} \).

Many existing methods are based on univariate data sequence. Among them is the Time Series Data Mining (TSDM) method [1] [3], which was used to identify patterns by embedding the univariate sequence data into the Reconstructed Phase Space (RPS) by estimating the optimized time delay \( \tau \) and embedding dimension \( Q \) [11] [21]. Since the RPS approach is capable of representing temporal patterns of nonlinear dynamic sequence data that is typically chaotic and irregular [12] [13], it has been widely applied in a variety of research fields, such as ECG signal pattern identification of the atrial electrophysiology [8], wilding droplet identification [3] and security index forecasting [1]. Since the dynamic data sequences discussed here are highly contaminated by noise, the univariate based RPS embedding may result in poor performance due to lack of explanatory variables and significant noise in the event data sequence. Another drawback of the existing RPS framework is that similar temporal patterns may not appear in the same region of the feature space in the RPS due to some local trending and shifting effects, therefore resulting in missing temporal. ...
Existing multivariate approaches include Discrete Fourier Transform (DFT) [4] and Discrete Wavelet Transform (DWT) [5][10], autoregressive modeling [19], nonlinear classification using neural networks, decision trees as well as clustering algorithms [10]. Since frequency domain approaches are based on spectral patterns of the feature space, data sequences with different nonlinear dynamic patterns but similar power spectrum may not be distinguished. Methods using Artificial Neural Network (ANN) suffer significantly from low generalizability and explainability. In [7], multiple patterns are used to detect effective patterns by predictability measure validation; however this approach is still based on one single variable.

In this paper, we propose a new method using multivariate phase space embedding to solve the problem of multivariate predictive pattern detection. The new method introduces an augmented Multivariate Reconstructed Phase Space (MRPS) which incorporates multivariate sequence. We embed the multivariate sequence into the MRPS by estimating multiple time delays and embedding dimensions for each and every single sequence. In addition, we address the problem of local trends and the shift effect. Experimental results show that the new method significantly outperforms the existing univariate RPS approach as well as other methods such as the neural network method.

We will first review the existing RPS approach in Section 2. Then, we will discuss in details the MRPS approach in Sections 3, 4, followed by experiment in section 5 and conclusion in 6.

2. Related Work

2.1. Reconstructed Phase Space and RPS Embedding

A reconstructed phase space is a $Q$-dimensional metric space into which a data sequence is unfolded [11]. In [12], Takens showed that if $Q$ is large enough, the phase space is homeomorphic to the state space that generated the data sequence. Takens’ Theorem guarantees that the reconstructed dynamics are topologically identical to the true dynamics of the system. This provides the theoretical justification for reconstructing state spaces using time-delay embedding.

Given a univariate data sequence $1, 2, \ldots, \tau, N \in \mathbb{R}^Q$, a state space topologically equivalent to the original state space can be reconstructed by a process called time-delay embedding [11]. The vectors, e.g. data points, $1, 2, \ldots, \tau$ are represented by:

$$
(1) = x_1,
(2) = x_2 - x_1,
(3) = x_3 - x_2 - x_1,
\ldots
(N-1) = x_N - x_{N-1} - \ldots - x_1,
(N) = x_N - x_{N-1} - \ldots - x_{Q-1},
$$

where $\tau$ is the time-delay and $Q$ is the dimension of embedding vector.

2.2. Temporal Pattern Identification in the RPS

Povinelli and Feng [3], applied an optimized genetic algorithm to search the phase space for optimal heterogeneous clusters of temporal patterns that are predictive of specific events.

Since genetic search algorithm is probabilistic and computational complex, the genetic search optimization approach may experience a high level of computing load and inconsistent results. The assumption of patterns are in well-defined clusters may become insufficient if the patterns in phase space are sparse and forming irregular non-spherical shapes. In [1], A Gaussian shaped fuzzy membership function was applied to temporal pattern clusters and objective functions. The center and radius of the pattern clusters are then calculated by the fuzzy membership function instead of forming a rigid region with fixed center and radius.

$$
\max_{v \in \mathbb{R}^d} (f(v, d)) = \max_{v \in \mathbb{R}^d} (\hat{a}_N m_\mathbb{R}(x_i) g(x_i))
$$

where $g(x_i)$ is the event function defined specifically to the problem, and $m_\mathbb{R}(x_i)$ is the membership function for each embedding $x_i$.

$$
m_\mathbb{R}(x_i) = \exp\left(\left\|x_i \right\|^2 / 2 \sigma^2\right)
$$

Although several attempts have been made to explore the clustering interpretation of temporal patterns and events, there is relatively less literature applying a discriminative approach in the framework of reconstructed phase space. In [7], the predictability measure was introduced and logistic regression is applied to find multiple temporal pattern clusters and evaluate the validity of these patterns. The estimate of probability that event will occur is as follows:

$$
\rho(z_i, z_j, l, z_o) = \frac{e^{\theta(z_i, z_j, l, z_o)}}{1 + e^{\theta(z_i, z_j, l, z_o)}}
$$

where the temporal pattern indicator $z_{it}$ is defined by:

$$
z_{it} = \begin{cases} 
1 & \text{if } x_i \text{ is present at } t \\
0 & \text{if } x_i \text{ is absent at } t
\end{cases}
$$
3. Event function and Multivariate Reconstructed Phase Space (MRPS)

3.1. Definition of Event function in Multivariate Sequences

Consider the multivariate sequence in (1), the \( j \)th variable data sequence denoted as \( \mathbf{X}_j = \{ x_{ji}, j = 1, 2, K, N \} \). An \((m+1)\)-dimensional vector \( \mathbf{x}_i = (x_{i1}, x_{i2}, K, x_{im}, x_{in}) \) is observed at each time \( i \) as a sample instance in the feature space. The pattern vectors that are predictive of future events are characterized by a defined event function. A general form of the event function can be defined as follows:

\[
g(\mathbf{x}_i) = \text{sgn}\{\max\{x_{aj+1}, K, x_{aj+k}\} - c\}
\]

where \( k \) is the time-step ahead, \( c \) is the threshold that defines an event of interests. The sequence \( \{x_{aj}, j = 1, \ldots, N\} \) denotes the target sequence with events that is of interest. \( k \) is a predefined constant which is the maximum time window to make a forecast. Therefore, we can separate multivariate vector into event, pattern and normal state by the definition in (6). At training stage, the feature vector \( \mathbf{x}_i \) is labeled with \( g(\mathbf{x}_i) = \{+1, -1\} \) by a \( k \)-step ahead forecasting event function each time \( i \).

3.2. Multivariate Phase Space Embedding

In some applications, it is imperative to find variables in the multivariate dynamic system that causes outcomes of events. Consider a general multivariate data sequences in (1) with \( m \) causing variables, one event variable. Denote \( \mathbf{x}_i = (x_{i1}, x_{i2}, K, x_{im}, x_{in}) \) as the observation at time \( i \), where \( j = 1, 2, \ldots, m \). By estimating the time delay \( t_j \) and dimension \( Q_j \) for each variable \( x_j \), the multivariate phase space embedding can be constructed as \( \mathbf{x}_i = (x_{i1}, x_{i2}, K, x_{im}, x_{in}) \) at each time \( i \), where \( x_{ij} \) represent the phase space embedding for \( j \)th variable \( x_j \) given in (2) with the time delay \( t_j \) and dimension \( Q_j \) at time \( i \). The dimension \( Q \) of the multivariate embedding is the sum of each embedding dimension \( Q_j \), \( Q = \delta_j Q_j \).

4. RPS-HMM CLASSIFICATION IN PHASE SPACE

In this section, we present our approach to the temporal pattern recognition in the MRPS and classify patterns that statistically significantly related to events. This is done in three stages. We first extend the method of single RPS by constructing a multivariate embedding combining each variable’s embedding. The time delay and the dimension of each variable are estimated by mutual information and false nearest neighbor method. The multivariate embedding is then transformed by a differencing operation to reduce the effect of local trend drift. The second stage is to apply Hidden Markov models (HMM) to the dataset estimating the statistical distribution of three separated states: normal, pattern and events. In the final stage, a new objective function is constructed and optimization method is applied to search the optimal classifier that identifies the temporal patterns in the multivariate feature space.

4.1. Multivariate Embedding and Parameter Estimation

To estimate the embedding time delay \( t_j \) of the \( j \)th variable \( x_j \), \( j = 1, 2, \ldots, m \), we applied the first minimum of mutual information function which provides the quantitative characteristics of spatial patterns in phase space [11], [24]. The minimum of the mutual information function was found to be effective in estimating the time delay. Given a data sequence and time delay \( t_j \), the mutual information is computed by:

\[
M(x_{ij}, x_{i+1, t_j}) = \sum_{n,m} \rho_{nm}(t_j) \ln \frac{\rho_{nm}(t_j)}{\rho_n \rho_m}
\]

The dimension \( Q \) for each variable is determined using a false nearest-neighbors technique [13]. For each data point \( \mathbf{x}_{ij} \), the changing rate of distance is defined by:
under such embedding does not depend on the initial starting point of the pattern. The Euclidean distance in the phase space now the original dataset. Moreover, the differenced embedding gives a better representation of the data as the similarity of local dynamics of the underlying dynamic system. The transformed embedding also preserved the same local dynamics as the regular embedding of prevalence in Sauer et al. [14], given a linear constant transformation, the resulting filtered delay mapping also gives an embedding in that such transform usually result in a detrended representation of the data sequence. By the theorem of Filtered delay embedding located in different regions in phase space. To address this problem, we consider a phase space embedding on differenced data series.

4.2. Reconstructed Phase Space with Differencing

In some applications, the temporal structures of pattern may have some drifting effects that make the pattern have different initial conditions. In the RPS embedding, such drifting or trend effect causes the temporal pattern with same dynamics to be separately located in different regions in phase space. To address this problem, we consider a phase space embedding on differenced data series in that such transform usually result in a detrended representation of the data sequence. By the theorem of Filtered delay embedding prevalence in Sauer et al. [14], given a linear constant transformation, the resulting filtered delay mapping also gives an embedding of the underlying dynamic system. The transformed embedding also preserved the same local dynamics as the regular embedding of the original dataset. Moreover, the differenced embedding gives a better representation of the data as the similarity of local dynamics under such embedding does not depend on the initial starting point of the pattern. The Euclidean distance in the phase space now becomes a true mapping between the similarity of the temporal pattern and underlying dynamics.

Applying the difference transformation defined as \( \tilde{x}(x) = x(t) - x(t-\tau) \), we are able to obtain a new vector \( \tilde{f}(x) = \tilde{N} x \). The Euclidean distance in the new space \( \tilde{f} \) is equal to the similarity measure in (3). It can be noted that for a given \( Q \), the difference operation \( \tilde{N} \) is linear [14] which preserves the same dynamics of the new embedding.

4.3. Hidden Markov Model Scoring

As mentioned in section 3, the data sequences can be regarded as a mixture of three distinctive states: normal, pattern and event. In addition to the local temporal structures of predictive patterns, we apply HMM to estimate the underlying state transition within multivariate sequences. Although HMM is less effective in capturing the correlations between the observed variables separated by multiple time steps, this is well compensated by including a RPS model. Previous work under the RPS framework [1], [3], [7] employed the clustering method to identify temporal patterns. However, little discussion was made to apply discriminative approach characterizing patterns based on the statistical correlations of multivariate data sequence. The approach proposed here applies a multivariate Hidden Markov models to exploit the discriminative information that will be incorporated in the construction of objective function in the step of optimization.

HMM is widely used to explain the observation sequence \( X = x_1 x_2 \ldots x_T \) in terms of underlying state sequence \( Q = q_1 q_2 \ldots q_T \). Under the assumption of three states, the HMM can be characterized by the following parameters.

a) \( S = \{ S_1, S_2, S_3 \} \), set of states, where \( S_1, S_2, S_3 \) denotes normal, pattern and event state respectively. State at each time \( t \) is denoted by \( q_t \).

b) \( A = \{ a_{ij} \} \), transition probability, \( a_{ij} \) denotes the transition probability from state \( i \) to \( j \)
\[
a_{ij} = P[q_{t+1} = S_j \mid q_t = S_i], \ 1 \leq i, j \leq 3 \tag{9}
\]

c) \( B = \{ b_j(x) \} \), observation probability distribution. \( b_j(x) \) gives the probability of observing \( x \) in the state \( S_j \) at time \( t \)
\[
b_j(x_t) = P[x_t \mid q_t = S_j], \ 1 \leq j \leq 3. \tag{10}
\]
d) \( p = \{ p_i \} \), the initial state distribution gives probability that current state is \( S_i \) at initial time
\[
p_i = P[q_1 = S_i], \ 1 \leq i \leq 3. \tag{11}
\]

This parameter set can be written in a compact form
\[
q = (A, B, p)
\]

To estimate parameter set, maximum likelihood method is applied by using Baum-Welch (EM) [16] algorithm to maximize \( P[X \mid q] \). Instead of using maximum a posterior (MAP), we consider the log-odds \( j(x_t) \) of pattern state and normal state of multivariate sequence at each time \( t \).
4.4. Optimization in Multivariate Feature Space

The traditional RPS method typically categorizes the embedded data points by clustering method with a defined event function to distinguish event and nonevent patterns. This approach would perform well for datasets with relatively low level of noise with respect to signals, but may not work well when the dynamics of the system is significantly affected by noise or trending effects. Under this circumstance, a well-defined cluster may not exist and similar patterns are separately located in several cluster regions. Considering the fact that RPS is well suited for capturing the long range time delayed structure, we categorize patterns based on temporal similarity in differenced data sequence and also the discriminant scores estimated by Hidden Markov Models (HMM) in the feature space.

For a given data sequence \( X = \{x_i, i = 1, 2, K N\} \), we obtain two sets of features \( f(x_i) \) and \( g(x_i) \). The event function \( g(x_i) \) \( \{+1, -1\} \) defined in (10) is the indicator of each embedding. The problem of searching optimal classifier to detect temporal patterns can be formulated as the following optimization problem:

\[
\min_b \{L(g(x), f(x))\} = \min_b \left\{ \sum_{i=1}^{N} \exp(-g(x_i)f(x_i)) \right\}
\]  

where \( L(g, f(x)) \) is the objective function defined as the weighted exponential sum of event function and classifier for each \( x_i \). The classifier is defined as follows:

\[
f(x) = \sum_{i=1}^{N} a_i \exp\left[\frac{(x_i - f(x_i))^2}{\sigma^2}ight] + b_j(x) + b_0
\]

where \( j(x) = \log(p(x_i \mid X) / p(x_i \mid X)), b = (a_i, \sigma, b_j, b_0) \)

The first term in the classifier (18) denotes the similarity of the differenced data series represented by the kernel estimation in the phase space. The second term denotes the Hidden Markov log-likelihood score estimated from (16). This formulation considers both local temporal dynamics of the data sequence and the statistical interpretation given by Hidden Markov models. The parameters \( a_i \) and \( b_i \) determines the constraints of the temporal dynamics and statistical correlations between features. In general, large weights in \( a_i \) indicates the events are more likely relevant to the local dynamics of the system. Whereas a large weight in \( b_i \) would suggest the cause of events is more correlated with the feature variables than the temporal dynamics. The parameters \( a_i, b_i \) and \( b_0 \) can be determined by applying Quasi-Newton method to minimize the objective function \( L(g(x), f(x)) \) defined in (13).

5. Experimental Results

We applied the new MRPS framework to two applications. The first is the simulated chaotic dynamic data sequence generated by Lorenz equation, with duration of 500-second and the sampling frequency of 125Hz. The second application is the detection of causing variables of the Sludge Volume Index (SVI) series which is an effective quality operation indicator in a typical water treatment plant. We compare the results by our method to the previous RPS approach as well as to the neural network method.

5.1. Analysis of Lorenz Chaotic Time Series

A Lorenz time series is generated by [11] with the initial values set to \( x_0 = 0, y_0 = -0.01, z_0 = 0.01 \), and parameters: \( s = 9, r = 25, \) and \( b = 3.3 \). The time delay was estimated as \( t = 0.2s \) and the embedding dimension \( Q=3 \). We use sequences of two variables \( x_i = (x_i, y_i) \) to forecast the event in the \( x_i \) sequence.

The event function is defined as

\[
g(x_i) = x_{i+1} - 11.0 > 0
\]

which means that in the following time instance, the magnitude of data point is greater than the threshold 11.0. The first 1500 data points are used for the training process and the other 700 data points are used for testing. We estimated the distribution of the normal,
pattern and event data points using HMM. We embedded the multivariate sequence into MRPS and applied optimization method to classify patterns based on the event definition in (15).

![Fig. 4. Temporal Patterns of Lorenz Series](image)

TABLE 1

<table>
<thead>
<tr>
<th>Actual events</th>
<th>Predicted as events</th>
<th>Predicted as nonevents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual events</td>
<td>TP=51</td>
<td>FN=10</td>
</tr>
<tr>
<td>Actual nonevents</td>
<td>FP =5</td>
<td>TN=435</td>
</tr>
</tbody>
</table>

TABLE 2

<table>
<thead>
<tr>
<th>Method</th>
<th>Training Set</th>
<th>Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True Positive Rate</td>
<td>Accuracy</td>
</tr>
<tr>
<td>RPS-HMM</td>
<td>87.45%</td>
<td>99.93%</td>
</tr>
<tr>
<td>TSDM</td>
<td>62.45%</td>
<td>99.82%</td>
</tr>
<tr>
<td>ANN</td>
<td>67.00%</td>
<td>89.35%</td>
</tr>
</tbody>
</table>

The comparative results of the new method and previous framework methods are presented in Table 2. It shows clearly that in the training phase both methods achieved 99% prediction accuracy, but our new method had higher true positive accuracy (TPR). In the testing phase, the results given by the new method is consistent with the training results, whereas the TSDM method had a poor recognition rate of events with a low positive accuracy.

5.2. Sludge Volume Index (SVI) Analysis

Sludge bulking is the primary causes of water treatment plant failure as the bulking conditions result in exceeding discharge limitations. There are many potential causing factors to sludge bulking, such as level of Dissolved Oxygen (DO). Efforts have been made to study the cause of this problem from the biological point of view, but failed to formulate a deterministic cause-effect relationship due to complexity. Also the modeling approaches have been applied including stochastic models and artificial neural systems [9].

The sludge volume index (SVI) used here is the primary indicator representing the bulking conditions. Fig. 5 shows the SVI daily sequence from 2002 to 2008. The SVI value above 150 indicates the occurrence sludge bulking events.

In this experiment, we consider two factors: the SVI and the DO index which is generally considered as one of the probable factors causing the bulking problem. We denote SVI and DO as \( S_t, D_t \). The events are defined as:

\[
g(x_t) = \max \{S_{t+1},K,S_{t+1}\} - 150.0 > 0
\]

The identified temporal patterns are presented in Fig.4

The temporal patterns are marked by squares lines with embedding dimension \( Q = 4 \). The last point of the pattern is the predicting point which indicates the sludge bulking is likely to occur with high probability. The results of proposed method and previous framework are presented in Table 3.
In comparing the two methods, we can see that for this SVI prediction task, the RPS-HMM approach outperforms the TSDM approach by 28.32% difference in forecasting events in testing dataset. Fig. 6 shows the plot of pattern and normal points in the SVI-DO feature space. The results can be better understood by examining the temporal pattern plotted in Fig. 5. The patterns that related to the events are not simply consistent of their structures and shapes. Instead, the temporal patterns are time-evolving and not obvious to capture by traditional approaches. The results demonstrated that the new approach could be applied in a monitoring system for the sludge bulking conditions of water treatment plants to provide early alerts for the potential bulking problems.

The above results indicate that the proposed method outperforms the original RPS framework and the neural network approaches for identifying patterns in both high and low Signal-to-Noise ratios. From the results of SVI dataset in which the data sequence is noisy, we note that new approach achieves significantly better identification and prediction accuracy compared with TSDM and ANN methods.
6. Conclusion

The new MRPS framework presented here demonstrates several significant advantages over the existing methods. First, we introduced a new multivariate reconstructed phase space (MRPS). This embedding creates a new feature space combining all the individual embedding of each variable sequence. This algorithm also provides a discriminative method that utilizes the Hidden Markov model to score temporal patterns based on posterior likelihood. We also propose a new objective function and a new classifier to integrate the temporal patterns in MRPS and Bayesian discriminative scoring of the multivariate data sequences.

We also demonstrated the new MRPS framework by applying it to two experiments and showed significant improvements in event detection compared with the previous RPS method. Future work may include other mixture model, with more distributions applied for clustering.
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