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Abstract
Network virtualization is a key provision for improving the scalability and reliability of cloud computing services. In recent years, various mapping schemes have been developed to reserve VN resources over substrate networks. However, many cloud providers are very concerned about improving service reliability under catastrophic disaster conditions yielding multiple system failures. To address this challenge, this work presents a novel failure region-disjoint VN mapping scheme to improve VN mapping survivability. The problem is first formulated as a mixed integer linear programming problem and then two heuristic solutions are proposed to compute a pair of failure region-disjoint VN mappings. The solution also takes into account mapping costs and load balancing concerns to help improve resource efficiencies. The schemes are then analyzed in detail for a variety of networks and their overall performances compared to some existing survivable VN mapping schemes.

SECTION 1 Introduction
Cloud computing services are being rapidly deployed across a range of sectors to improve the scalability and cost-effectiveness of information technology (IT) services. These services allow clients to adjust their computing and storage resources in an “on-demand” manner in order to meet their needs and preclude capital-expensive data-center deployments [1]. However, as these paradigms take hold, there is a growing need to distribute operation and data across multiple physical data-center sites, i.e., for improved speed, responsiveness, load-balancing, etc. It is here that network virtualization can be very beneficial. Namely, this paradigm will allow users (i.e., cloud service providers) to build customized virtual network (VN) overlays to interconnect resource pools across underlying network substrates. Since multiple users can share these substrates, very high cost efficiency can be achieved.

Now a typical client network virtualization setup consists of a set of VN nodes (e.g., processing power and storage resources) interconnected by a set of VN bandwidth links [2]. In order to provision such demands, each VN node has to be mapped to a distinct substrate node and each VN link has to be mapped to a unique bandwidth connection between the mapped VN node endpoints, i.e., such that client demands for storage, processing power, and interconnection are met. Along these lines, a range of VN mapping algorithms have been developed in recent years, see [3], [4], [5], [6], [7]. Some common provisioning objectives here include revenue maximization, cost reduction, and others, see [8].

However, as more IT services migrate to the cloud, VN survivability is becoming a major concern. For example, failures in underlying network substrate nodes or links can easily disrupt higher-layer VN mappings, causing service degradation and even client service level agreements (SLA) violations. This issue is particularly acute for “mission-critical” applications running in the cloud, as they may require very high availability levels (even on par with dedicated data-centers). Perhaps most challenging here are large-scale stressor events that can cause widespread service outages, e.g., as resulting from natural disasters, malicious weapons of mass destruction (WMD) attacks, cascading power outages, etc. Many of these occurrences can yield highly-correlated (time and space) node and link failures [9], [10].

Despite these concerns, only a handful of studies have looked at survivable VN mapping design. For example, protection schemes have been studied for single link failures in [11], [12], [13], [14], [15], and single node failures in [16], [17], [18]. However, due to the highly-disruptive, i.e., multi-failure, nature of disaster events, there is a growing need to develop robust VN mapping schemes to handle such cases. To the best of our knowledge, the only related work for VN mapping under regional failures is proposed in [19], [20]. Namely, here the authors compute backup resources for each potential (multi-failure) stressor and then use resource sharing to reduce
overall costs. Although this work presents a good baseline, pre-provisioning against all possible stressors is very resource-intensive and yields high blocking (reduced revenues).

To address the VN survivability issue, this paper proposes a failure region-disjoint VN mapping scheme. The work pursues a similar philosophy as some existing shared risk link group (SRLG) protection schemes for regular point-to-point (P2P) connections [21]. Namely, working and protection VN mappings are computed for each request to ensure that they are failure region disjoint, i.e., to guarantee recovery from a single regional failure event. To achieve this, a mixed integer linear programming (MILP) formulation is proposed, similar to [5], which adds new constraints to prevent the working/protection mappings from traversing the same failure region. However, owing to high MILP computational complexity, two heuristic algorithms are also developed for survivable VN mapping. Namely, the failure region group based mapping (FRGBM) scheme divides all failure regions into two fixed groups and only allows a working mapping to use resources in one of these groups. Meanwhile, the dynamic failure region disjoint mapping (DFRDM) scheme computes mappings without prior separation of failure regions. Since both these solutions only provision two VN mappings, they achieve lower blocking (higher revenues) versus other survivable VN strategies.

The overall paper is organized as follows. Section 2 first presents a background survey of existing work in VN mapping and survivability design. Section 3 then details the survivable VN mapping model and its objectives. Subsequently, Section 4 presents a MILP model, followed by heuristic solutions in Section 5. Performance evaluation results are then presented in Section 6 for two network topologies. Finally, conclusions and directions for future work are presented in Section 7.

SECTION 2 Background Review
The VN mapping problem has seen much focus in recent years and has been shown to be NP-hard [8]. As a result, researchers have studied a variety of optimization and heuristic schemes subject to various constraints [3], [4], [5], [6], [7]. Now most optimization schemes use MILP formulations to minimize substrate network resource usages or maximize revenues. For example, a well-known method is proposed in [5], where each VN node is treated as a meta-node connected to all substrate nodes by meta-links with infinite capacity. Additional constraints are then introduced to ensure that each meta-node only routes its flow to a single (adjacent) meta-link, i.e., as a VN node can only be mapped to a unique substrate node. Other MILP formulations are also presented in [16], [20].

However, since MILP formulations pose high complexity, researchers have also developed VN mapping heuristics. In general, these strategies can be classified into two types, i.e., separate node/link mapping (two-stage) and joint node/link mapping (single-stage). The former types first map VN nodes to substrate network nodes without mapping VN links using various methods. For example, [3] computes a cluster center by considering node stress and adjacent link stresses. After the center is determined, the remaining nodes are selected based upon node stress and distance to all other assigned nodes. Meanwhile [4] selects a set of candidate substrate nodes to satisfy certain restrictions, and then maps each VN node to a substrate node with the maximum resources in the candidate set. VN links are then routed after the VN node mappings are done, i.e., connection routing. In general, shortest path [3] or k-shortest path [4] methods are commonly used here, although multi-commodity flow schemes can also be applied if path-splitting is supported at the substrate level. By contrast, single-stage VN mapping schemes immediately route all VN links for a mapped VN node after it is mapped, i.e., if the other end of the VN link has been mapped [6], [7]. This joint approach can improve resource efficiency and also reduce blocking.

Now many studies have looked at P2P connection recovery in data routing and optical DWDM networks. These schemes can be classified into two categories, protection and post-fault restoration, and mostly focus on single
link failures. However, some recent efforts have also looked at more complex multi-failure scenarios. For example, [22], [23] studies network vulnerability (topology robustness) under multi-failure conditions. Reliable connection routing for generalized multi-failure scenarios is also treated in [24]. Furthermore, recent efforts have also looked at survivable VN mapping, i.e., for single link failures in [11], [12], [13], [14], [15] and single node failures in [16], [17], [18]. Consider the details.

The schemes in [12], [13], [15] address single substrate link failures and compute a pair of link disjoint paths for each mapped VN link. Similarly, [10] computes a set of backup detour routes for each substrate link. These studies use both integer linear programming (ILP) and heuristic methods, and some also implement resource sharing [15]. Meanwhile, [16] and [17] study single node failures and propose 1-redundant and k-redundant solutions. Namely, the former approach uses one backup substrate node to protect all VN nodes. However this approach can lead to nodal congestion when trying to route backup VN links to all the neighbors of a failed node. Hence the k-redundant scheme provides k backup nodes to help balance protection distribution. The problem is formulated as an MILP and then solved using a two-state simplification. Meanwhile, [18] details another protection scheme based upon a single backup node (akin to the 1-redundant scheme). This strategy basically remaps all VN nodes after a failure event even if one node is affected. Although this flexibility lowers backup resource costs and request blocking versus [16], [17], it entails more operational complexity. Also, the solution does not solve the MILP and instead decomposes VN topologies into small star-topologies and uses resource bipartite graphs to assign backup resources.

Finally, the more challenging case of multiple substrate node/link failures is studied in [19], [20], i.e., for large-scale regional stressors/disaster events. In particular multiple backup VN mappings are computed for each possible failure region. However, since it is assumed that only one regional stressor can occur at a given time, further resource sharing is done across all backup VN mappings (and the working VN mapping). This effort also details a MILP formulation and then presents two relaxation-based solutions using Lagrangian and decomposition-based rounding. In addition, a heuristic solution, termed separate optimization with unconstrained mapping (SOUM), is also outlined based upon a single-stage VN mapping approach to compute the working and backup VN mappings. Another incremental optimization with constrained mapping (IOCM) heuristic is also proposed by incrementally adding backup resources for each failure region, i.e., backup resources are only added for nodes affected by a given failure. Overall the multi-failure VN mapping solutions in [19], [20] will likely consume excessive resources if there are many failure regions. Hence an alternate failure region-disjoint strategy is proposed next.

SECTION 3 Network Model And Problem Description

The overall network model for the VN mapping problem is now presented along with the requisite notation. For reference sake, detailed descriptions of the key terms and their associated variables are also given in Table 1.

<p>| TABLE 1 Notation Description and Overview |</p>
<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate network</td>
<td>Physical network topology with data-center resources (computing, storage), network switches, and network links</td>
<td>$G_s = (V_s, E_s)$</td>
</tr>
<tr>
<td>Virtual network request</td>
<td>Virtual network overlay requested by client, VN nodes to be mapped to substrate data-center resources, VN links to be mapped to substrate network connections</td>
<td>$G_v = (V_v, E_v)$</td>
</tr>
<tr>
<td>Failure/stressor</td>
<td>Large disaster affecting multiple data-centers, network nodes, and network links. Represented as a connected (failure) graph of affected substrate nodes/links, can cause failure of multiple overlying client VN mappings</td>
<td>$G_u = (V_u, E_u)$</td>
</tr>
<tr>
<td>Augmented graph</td>
<td>Intermediate working graph used to compute VN node mappings. Defines additional meta-nodes/meta-edges over substrate network</td>
<td>$G_a = (V_a, E_a)$</td>
</tr>
</tbody>
</table>

### 3.1 Substrate Network

A substrate network is modeled as an undirected graph $G_s=(V_s,E_s)$, where $V_s$ is the set of substrate nodes and $E_s$ is the set of substrate links. Now each substrate node $v_s \in V_s$ can have different resource types, e.g., computing, storage. However (without loss of generality) to simplify the discussions, the capacity of nodal resources in $v_s$ is given by $R(v_s)$ and its unit cost as $C(v_s)$. The available bandwidth of substrate link $e_s \in E_s$ is also given by $B(e_s)$ and the unit cost of bandwidth by $C(e_s)$. Additionally, substrate link $e_s$ is also denoted as $(v_s,v'_s)$, where $v_s$ and $v'_s$ are the two link end-points. Fig. 1a shows a sample 10-node substrate network where the numbers over the links (nodes) represent the available bandwidth (nodal resources) levels.

![Substrate Network Diagram](image)

**Fig. 1.**

(a) substrate network, (b) sample VN request.

### 3.2 VN Request

A VN request is given by an undirected graph $G_v=(V_v,E_v)$, where $V_v$ is the set of VN nodes and $E_v$ is the set of VN links. Here each VN node $v_v \in V_v$ requires a certain amount of nodal resources denoted as $r(v_v)$ and each VN link $e_v \in E_v$ also needs $b(e_v)$ bandwidth. Similar to a substrate link, a VN link $e_v$ is also denoted as $(v_v,v'_v)$. Fig. 1b shows a sample VN request with its associated nodal resources and bandwidth requirements.

![VN Request Diagram](image)
3.3 Regional Failure
In general it is safe to assume that there will be a finite number of failure regions within a network [9]. It is also realistic to assume that these regions are disjoint, i.e., only one failure stressor will occur at a given time. Hence these regions can be represented by the set $U$, with each failure region $u \in U$ covering one or more substrate nodes, which in turn are denoted by $G_u = (V_u, E_u)$, $V_u \subseteq V_s$ and $E_u \subseteq E_s$. Note that a substrate node failure will cause all adjacent substrate links of the node to fail. As an example, Fig. 2 shows five failure regions in a 24-node network.

![Diagram of a 24-node substrate network with five failure regions](image)

Fig. 2.

24-node substrate network with five failure regions, $|U| = 5.$

3.4 Survivable VN Mapping
In general, survivable VN designs must allocate nodal and link resources for both working and protection mapping(s) to handle failures. Now first consider the working mapping, where a VN request has to be placed over the substrate network by computing and allocating nodal resources for each VN node and bandwidth capacity for each VN link. In particular, VN nodes need to be mapped to different substrate nodes and VN links need to be mapped to connection paths over substrate network links (after the VN end-point nodes are mapped) to help improve robustness/survivability. Hence the VN node-to-substrate node mapping is denoted as $<v_v, v_s>$, i.e., VN node $v_v$ to substrate node $v_s$.

Next consider protection mappings, which require backup resources to be allocated in advance for VN nodes and VN links. For example, if a VN node is mapped (in the working mapping) to a substrate node within a failure region, then another substrate node outside this failure region must be allocated to this VN node in the protection mapping. Since a regional stressor can cause multiple substrate node failures, multiple VN nodes can also fail. Hence a sufficient set of backup substrate nodes must be provisioned for disaster recovery. These backup nodes also require added VN links to connect to neighboring VN nodes in the protection mapping.
However, as neighboring VN nodes may also fall in the same failure region, backup VN links may end up connecting two backup VN nodes instead of a backup VN node and its neighboring VN node.

Since the above method poses many complexities, an alternate approach is proposed here by computing multiple VN mappings, with each avoiding a different failure region [19]. Furthermore, resource sharing can also be implemented between these mappings to help lower resource usages. This is shown more clearly in Fig. 3, where VN request G1v is assigned a working mapping \( \{ <a,A>,<b,B>,<c,C> \} \) and a protection mapping \( \{ <a',C>,<b',D>,<c',F> \} \). Hence since the substrate link \((C,D)\) is used by both the working and protection mappings, bandwidth sharing can be done. In addition, substrate node C is allocated to VN node c in the working mapping and to VN node a in the protection mapping. Again, nodal resource sharing can also be done here. Another sharing case is also seen for request G2v where a VN node/link is mapped to the same substrate node/path in both the working mapping and protection mappings.

![Fig. 3.](image)

(a) substrate w. two failure regions. (b) two VN requests.

### 3.5 Objectives

Now most operators provisioning VN services will want to achieve a high level of resource efficiency over their underlying substrate network. In addition, associated revenue generation (cost reduction) concerns will also be important here [2], [7]. Along these lines various metrics are now detailed. First, the revenue associated with provisioning a VN request is formulated similar to [7] as:

\[
\text{REV}(Gv) = \sum_{ev \in Ev} b(ev) \times I(ev) + \rho \sum_{vv \in Vvr} v(vv) \times I(vv),
\]

where the fraction of nodal resource revenue, \( I(ev) \) is the revenue for a unit of bandwidth, and \( I(vv) \) is the revenue for a unit of nodal resource. Hence the cost of accepting a VN is:

\[
\pi \sum_{es} Fgves + \sum_{vs} Ngvsvs,
\]

where \( \pi \) is the fraction of nodal resource cost, \( Fgves \) is the total amount of bandwidth allocated on substrate link \( es \) for mapping the VN, and \( Ngvsvs \) is the total amount of nodal resources allocated on the substrate node \( vs \) for mapping the VN (and \( C(es) \) and \( C(vs) \) are introduced in Section 3.1). Note that this cost formulation is different from the non-survivable VN mapping in [7] since the bandwidth/nodal resource cost for a substrate link/node in Eq. (2) is not directly related to a VN link/node. Specifically, survivable VN mappings also require protection link bandwidth/nodal resources and resource sharing is also implemented. Hence the amount of link...
bandwidth/nodal resources allocated on substrate links/nodes is determined only after the survivable mapping is computed.

Now from an operator’s point of view, it is very desirable to increase long-term revenue, and this can be defined as:

\[ \sum_i \text{REV}(Giv)T, \forall Giv \in A, (2) \]

where \( Giv \) is the \( i \)th VN request, \( A \) is the set of all accepted VN requests, and \( T \) is the total running time. Similarly, the long-term average cost is defined as:

\[ \sum_i \text{COST}(Giv)T, \forall Giv \in A. (3) \]

However, to precisely describe operator profit, the net revenue is also computed as follows:

\[ \sum_i (\text{REV}(Giv) - \text{COST}(Giv))T, \forall Giv \in A. (4) \]

Note that VN request blocking also provides a measure of lost revenue, and hence many operators will want to minimize this value to improve performance. Finally, protection switching times after failures (to backup VN nodes and links) will also be of concern to help minimize user service disruptions.

SECTION 4 Milp Formulation

A detailed optimization formulation for survivable VN mapping is now presented based upon the above notation.

4.1 Augmented Substrate Graph Construction

In order to formulate the survivable VN mapping problem, an augmented substrate graph \( G_a=(V_a,E_a) \) is first constructed, akin to [5], [19]. Namely, a meta-node \( v_m \) is created for each VN node \( v_v \) and connected to all underlying substrate nodes \( v_s \) via meta-edges \( e_m \) with infinite bandwidth. Hence the augmented substrate graph is a combination of the original substrate graph and the meta-nodes/meta-edges, i.e., \( V_a=V_s \cup V_m, E_a=E_s \cup E_m=\{(v_m,v_s) | v_m \in V_m, v_s \in V_s \} \). It is also assumed that regional failures do not affect any of the meta-nodes. However, meta-edges can fail if their underlying connecting substrate nodes fail. An example of an augmented graph is also shown in Fig. 4.
4.2 Failure Region Disjoint MILP Formulation

The failure region-disjoint survivable VN mapping is formulated as a mixed integer multi-commodity flow problem. Namely, each VN link $ev$ is treated as a commodity with source and destination nodes $s \in V_m$ and $t \in V_m$, i.e., flows start and end at distinct meta-nodes. By further restricting the meta-edges, each meta-node can be forced to choose a single meta-edge as its only connection to the substrate network. This effectively selects a substrate node for each meta-node, corresponding to its mapping. At the same time VN links must also be mapped over substrate network links. Since the goal is to generate failure region-disjoint working and protection mappings, added restrictions are needed to ensure that only one mapping is assigned to a failure region $u \in U$. This is denoted by the index variable $z \in Z = \{1, 2\}$, i.e., $z=1$ for working and $z=2$ for protection.

The detailed MILP formulation is now presented, i.e., consider the following:

**Variables:**
- $f_{q,z,mn}$. Flow variable denoting total amount of flow from node $m$ to node $n$ on the substrate edge $(m,n) \in E_a$ for the VN link $q \in E_v$ of mapping $z \in Z$.
- $\alpha_{z,mn}$. Binary variable which is 1 if the flow in any of the VN links in mapping $z$ uses the substrate edge $(m,n)$, i.e., $\sum_{q \in E_v} (f_{q,z,mn} + f_{q,z,mn}) > 0$; otherwise it is 0.
- $\varepsilon_{zu}$. Binary variable which is 1 if the mapping $z$ can be mapped in failure region $u \in U$; otherwise it is 0.
- $b_e$. Variable denoting the maximal amount of flow on the substrate link $e \in E_s$.
- $r_n$. Variable denoting the maximal amount of nodal resource allocated from the substrate node $n \in V_s$.

**Objective:**

$$\min \sum_{e \in E_s} b_e \cdot C(e) + \sum_{n \in V_s} r_n \cdot C(n).$$

**Constraints:**

1. $\sum_{z \in Z} \varepsilon_{zu} \leq 1, \forall u \in U$ (6)
2. $\sum_{n \in V_s} \alpha_{z,mn} \leq \varepsilon_{zu}, \forall (m,n) \in E_u, \forall z \in Z, \forall u \in U$ (7)
3. $\sum_{q \in E_v} (f_{q,z,mn} + f_{q,z,mn}) \leq B((m,n)) \cdot \alpha_{z,mn}, \forall (m,n) \in E_a, \forall z \in Z$ (9)
4. $r(m) \cdot \alpha_{z,mn} \leq R(n), \forall m \in V_m, \forall n \in V_s, \forall z \in Z$ (10)
5. $\sum_{n \in V_s} f_{q,z,mn} - \sum_{n \in V_s} f_{q,z,mn} = 0, \forall q \in E_v, \forall m \in V_a \setminus \{s_q, t_q\}, \forall z \in Z$ (11)
6. $\sum_{n \in V_s} f_{q,z,sn} - \sum_{n \in V_s} f_{q,z,sn} = b(q), \forall q \in E_v, \forall z \in Z$ (12)
7. $\sum_{n \in V_s} f_{q,z,tn} - \sum_{n \in V_s} f_{q,z,tn} = -b(q), \forall q \in E_v, \forall z \in Z$ (13)
8. $\sum_{n \in V_s} \alpha_{z,mn} = 1, \forall m \in V_m, \forall z \in Z$ (14)
9. $\sum_{m \in V_m} \alpha_{z,mn} \leq 1, \forall n \in V_s, \forall z \in Z$ (15)
10. $\alpha_{z,mn} = \alpha_{z,mn}, \forall m, n \in V_a, \forall z \in Z$ (16)
\[ \sum_{q \in Ev}(f_{q,zmn} + f_{q,znm}) \leq b_{e}, \forall e=(m,n) \in Es, \forall z \in Z(17) \]
\[ \sum_{m \in Vm} \alpha_{zmn} \cdot r(m) \leq r_{n}, \forall n \in Vs, \forall z \in Z(18) \]
\[ f_{q,zmn} \geq 0, \forall m,n \in Va, \forall q \in Ev, \forall z \in Z(19) \]
\[ \alpha_{zmn} \in \{0,1\}, \forall m,n \in Va, \forall z \in Z(20) \]
\[ \varepsilon_{zu} \in \{0,1\}, \forall z \in Z, \forall u \in U.(21) \]

The objective function in Eq. (6) tries to minimize the cost of mapping a VN request. Meanwhile, Eq. (7) also constrains each failure region to be covered by at most one mapping. Meanwhile Eq. (8) pertains to link failures and ensures that if a link (m,n) is located in a failure region u, then \( \alpha_{zmn} \) can only be set to 1 if this mapping can be mapped to failure region u. Similarly, Eq. (9) deals with node failures, and A is large constant (set greater than the maximal node degree in Ga). This constraint ensures that if a node m is located in a failure region u, then its adjacent links can only carry flows if the whole mapping z can be placed in failure region u. Next, Eqs. (10) and (11) bound link capacity and nodal resources, respectively, i.e., summing \( f_{q,zmn} \) and \( f_{q,znm} \) ensures that the total flow in both directions of an undirected link (m,n) is less than the available bandwidth. Meanwhile, Eqs. (12), (13), and (14) implement flow conservation. Furthermore, Eq. (15) ensures that only one substrate node is selected for a meta-node, whereas Eq. (16) ensures that a substrate node can only be allocated to at most one meta-node. Next, Eq. (17) ensures that \( \alpha_{zmn} \) is the same in both link directions. Also, Eqs. (18) and (19) compute the maximum resource allocations for each substrate link/node for each mapping z \( \in Z \). Finally, Eqs. (20), (21), and (22) denote the non-negativity and binary constraints on \( f_{q,zmn} , \alpha_{zmn} , \varepsilon_{zu} \).

Overall, the MILP formulation has a total variable complexity of \( 4(|Ev|+1)(|Es|+|Vs|)+2|U|+|Es|+|Vs| \). This is a difficult problem to solve and is only tractable for smaller network sizes and/or failure region counts. For example, mapping a VN request with five nodes and 10 links over a substrate network with 20 nodes, 40 links, and five failure regions requires a total of 6,230 variables.

SECTION 5 Failure Region Disjoint VN Mapping

Owing to the high computational complexity of the MILP model, some efficient heuristics algorithms are also proposed here. These schemes basically compute two separate failure region-disjoint VN mappings for each incoming request, i.e., working and protection VN mappings. Now since the survivable VN mapping algorithm is decomposed into two non-survivable mappings, any regular VN mapping scheme can be applied with this solution. As a result, for the purposes of this study, the non-survivable virtual infrastructure mapping (NSVIM) scheme from [19], [20] is chosen as a base VN mapping solution. In particular, this scheme uses a single-stage mapping approach to map a VN node and its attached VN links and has been shown to outperform the well-studied Randomized Rounding Based Virtual Network Embedding (R-ViNE) algorithm [5]. A brief overview of this scheme is now presented followed by complete details on the novel region-disjoint solution.

5.1 Overview of NSVIM Scheme

The NSVIM scheme [19], [20] basically maps a VN request over a substrate network without regard to failure regions. This algorithm uses a single-stage approach which maps each VN node to a substrate node and part of its attached VN links (to substrate paths) in the same step. The key objective here is to minimize the total mapping cost, and the NSVIM psuedocode description is shown in Fig. 5. Consider the details.
1. Set $MVN = \emptyset$, $ASN = \emptyset$, $UMVN = V_v$, $UASN = V_s$
2. Sort VN nodes in $UMVN$ according to their node degree
3. Choose $v_v$ with highest degree
4. Find candidate substrate nodal list $L$ in $UASN$ according to nodal resource and bandwidth restrictions described below. If $L == \emptyset$, return FAIL
5. Assign $v_v$ to $v_s$ in $L$ with min. cost computed by Eq. (23)
6. Reserve $r(v_v)$ nodal resource on substrate node $v_s$
7. For every VN link between $v_v$ and $v'_v \in M - adj(v_v)$, compute minimum-cost path $P$, where each link in $P$ has available bandwidth greater than or equal to the requested $b((v_v, v'_v))$. If no such path is found, return FAIL, else reserve bandwidth along $P$
8. Move $v_v$ from $UMVN$ to $MVN$ and $v_s$ from $UASN$ to $ASN$
9. If $UMVN = \emptyset$, return SUCCESS, else go to step 2

**NSVIM algorithm.**

First, two sets are defined to track mapped and unmapped VN nodes, i.e., $MVN$ and $UMVN$, respectively. In addition, two sets are also defined to track the allocated and unallocated substrate nodes, i.e., $ASN$ and $UASN$, respectively. The NSVIM algorithm starts by initializing $MVN$ and $ASN$ as empty and setting $UMVN$ equal to $V_v$ and $UASN$ is equal to $V_s$. Now in order to map a VN node $v_v \in UVMN$, a candidate substrate node list $L$ is first built by selecting substrate nodes from $UASN$ based upon two criteria. First, the available nodal resources $R(v_s)$ at a candidate node $v_s$ must be greater than or equal to the requested amount $r(v_v)$. Next, to ensure a feasible mapping, the maximum available bandwidth among all adjacent substrate links of $v_s$ must not be less than $b_{max}(v_v)$, i.e., where $b_{max}(v_v)$ is the maximum bandwidth requirement between $v_v$ and the set of all VN nodes that are adjacent to $v_v$ in $G_V$, further defined as the set $adj(v_v)$. Hence after $L$ is constructed, a substrate node with minimum cost is selected from $L$ as follows:

$$C(<v_v,v_s>)=C(v_s)+AC(v_s)+UAC(v_s),$$

**View Source** where $C(v_s)$ is the cost of nodal resource used in substrate node $v_s$ and $AC(v_s)$ is the communication cost from $v_s$ to a subset of substrate nodes in $ASN$, i.e., which are allocated for VN nodes belonging to the set $M - adj(v_v)=adj(v_v) \cap MVN$. Next consider the details for computing the various terms in Eq. (23).

First, the nodal resource cost $C(v_s)$ is set to $C(v_s)+r(v_v)$ for mapping $<v_v,v_s>$. Next, in order to compute $AC(v_s)$, a set of substrate nodes allocated to $M-adj(v_v)$ is defined, i.e., $SCMA$. The minimum-cost path is then computed for each node pair $(v_s,v'_s \in SCMA)$ using a shortest-path algorithm by setting link weights to their link costs, $C(es)$,
which equals $C(es) \cdot b(ev)$. The sum of link costs along a path is then assigned as the path cost. Overall, a total of $|M-\text{adj}(vv)|$ paths are then computed and AC(vs) is determined as total sum of costs over all $|M-\text{adj}(vv)|$ minimum-cost paths. Meanwhile, the third term in Eq. (23), UAC(vs), is defined as the estimated communication cost from vs to a subset of substrate nodes in UASN, which might be allocated to VN nodes in the set $UM-\text{adj}(vv)=\text{adj}(vv) \cap UVMN$. This value can be computed as follows. First, for every VN link $(vv, v'v' \in UM-\text{adj}(vv))$, a related minimum-cost path is computed from $v_s$ to as many $v's \in UASN$ as possible. The average cost over these paths is then used as the estimated cost to map the VN link $(vv, v'v')$. If no such path can be found, the cost is set as infinite and vs is not deemed a feasible mapping. Based upon this, UAC(vs) is computed as the sum of the average costs for all VN links between $vv$ and $v'v' \in UM-\text{adj}(vv)$. Overall UAC(vs) is added to the formulation to provide a lookahead capability and prevent premature mappings to low cost substrate nodes/links, i.e., since NSVIM is a greedy scheme and earlier choices may result in higher overall cost.

5.2 Failure Region Group Based Mapping (FRGBM)

The proposed survivable FRGBM heuristic works by separating failure regions in U into two groups, G1 and G2, with the goal of clustering regions that are closer to each other. Although this sub-problem can itself be formulated as an optimization, a heuristic is used to simplify matters. The pseudocode for this solution is shown in Fig. 8 and details are now presented.

To obtain distances between each failure region, a failure region distance matrix is first computed, i.e., $D=\{d_{ij}\}$ where $d_{ij}$ is the distance between regions $u_i$ and $u_j$. Now to compute $d_{ij}$, the distance from node $v_s \in u_i$ to failure region $u_j$ is defined as the average distance from $v_s$ to each substrate node in $u_j$.

The $d_{ij}$ values are then calculated as the average of the distances between each node $v_s \in u_i$ to failure region $u_j$, Fig. 6. After the distance matrix $D$ is computed, the next step divides the failure regions into two groups, G1 and G2, see Fig. 7. Initially, the two failure regions with the largest distance are determined and added to G1 and G2, respectively. The distances for all other non-grouped failure regions to G1 and G2 are then computed by averaging their distances to the existing grouped failure regions in the respective groups. These regions are then placed in the group with the shorter average distance.

---

1: for $i=0$ to $|U|$  
2: for $j=0$ to $|U|$  
3: \hspace{1em} dist = 0  
4: for each $v_s^i \in u^i$  
5: \hspace{1em} dist$_i$ = 0  
6: for each $v_s^j \in u^j$  
7: \hspace{2em} dist$_{ij}$=shortest path length from $v_s^i$ to $v_s^j$  
8: \hspace{1em} dist$_i$=dist$_i$+dist$_{ij}$  
9: \hspace{1em} dist$_i$=dist$_i$ / (number of nodes in $u^j$)  
10: \hspace{1em} dist=dist+dist$_i$  
11: $d_{ij}$=dist / (number of nodes in $u^i$)  

---

Fig. 6.
Algorithm of computing matrix D.

1: \( G^1 = \emptyset \), \( G^2 = \emptyset \)
2: Find maximum \( d_{ij} \) in \( D \)
3: Add \( u^i \) into \( G^1 \) and \( u^j \) into \( G^2 \)
4: for \( i = 0 \) to \( |U| \)
5: if \( u^i \not\in G^1 \) and \( u^i \not\in G^2 \)
6: \( \text{dist}1 = 0, \ \text{dist}2 = 0, \ \text{num}1 = 0, \ \text{num}2 = 0 \)
7: for each \( u^j \in G^1 \)
8: \( \text{dist}1 = \text{dist}1 + d_{ij} \)
9: \( \text{num}1++ \)
10: \( \text{dist}1 = \text{dist}1 / \text{num}1 \)
11: for each \( u^j \in G^2 \)
12: \( \text{dist}2 = \text{dist}2 + d_{ij} \)
13: \( \text{num}2++ \)
14: \( \text{dist}2 = \text{dist}2 / \text{num}2 \)
15: if \( \text{dist}1 < \text{dist}2 \)
16: add \( u^i \) to \( G^1 \)
17: else
18: add \( u^i \) to \( G^2 \)

Fig. 7.

Failure region grouping algorithm.

The FRGBM scheme leverages the above information and is presented in Fig. 8. Namely, this algorithm first prunes all failure regions in G1 and introduces a variation of the NSVIM algorithm in Section 5.1 to map the working VN over the substrate network, termed as connectivity-aware NSVIM (C-NSVIM). The G1 regions are then restored and those in G2 are pruned, and the C-NSVIM algorithm re-run to compute the protection VN mapping. Now the key difference between NSVIM and the modified C-NSVIM is an added constraint for computing the node list, L. Namely, the maximum connectivity of a candidate node is also checked in addition to checks for nodal resource and adjacent link bandwidth constraints, i.e., to avoid mapping VN nodes to areas isolated by pruned failure regions. For example consider the network in Fig. 2. If the failure regions u1 and u2 belong to the same group (G1 or G2) and are pruned during computation, then substrate nodes v0s and v1s will be not feasible for mapping any VN requests with three or more nodes, i.e., since v0s and v1s will become isolated after pruning. Hence if the maximum connectivity number, \( \tau \), of a substrate node is less than the number of VN nodes in the request, this node is not considered as a mapping candidate. Note that the connectivity of each substrate node after pruning G1 or G2 is fixed since these two sets are computed at startup. Additionally, substrate nodal and link bandwidth resource allocations are also shared.
between the working and protection VN mappings since only one failure is assumed to occur at a given time.
Hence in order to implement this feature, an added data structure is introduced to record substrate node
resource and link bandwidth allocations for each mapping, i.e., \( Z_i \) in Step 6, Fig. 8. Resource sharing is then done
by selecting the maximum resource usage in the respective substrate node (link) amongst the two mappings,
i.e., Step 8, Fig. 8.

1: Define temp. substrate graph \( G_t(V_t, E_t) \) with \( V_t \) and \( E_t \n\)
2: for \( i=1 \) to 2
3: Copy current nodal/link resource from \( G_s \) to \( G_t \n\)
4: Prune each failure region \( u^j \in G^i \) in \( G_t \n\)
5: Run C-NSVIM on \( G_t \) to map \( Z_i \), if failed return FAIL
6: Record substrate nodal/link resource allocation for \( Z_i \n\)
7: Restore each failure region \( u^j \in G^i \) in \( G_t \n\)
8: Assign nodal/link resource sharing between \( Z_1 \) and \( Z_2 \)
   according to records generated in Step 6 and compute final
   resource usage
9: Reserve nodal/link resource in \( G_s \) according to final re-
   source usage computed in Step 8
10: Return SUCCESS

Fig. 8.

FRGBM algorithm.

Now consider the computational complexity of the FRGBM scheme. Foremost, the grouping algorithm
in Fig. 7 has complexity \( O(|U|^2) \), i.e., as it loops over all failure regions. Similarly, the distance matrix
computation algorithm in Fig. 6 has complexity of \( O(|Vs|2|Es|\log|Vs|) \). Finally, the VN mapping procedure uses
a modified C-NSVIM algorithm with complexity \( O(|Ev|(2+|Vs|)|Vs| |Es|\log|Vs|) \). Since the failure region
grouping is static, the related algorithm only needs to be run once before start up, bounding the total run-
time complexity by \( O(|Ev|(2+|Vs|)|Vs| |Es|\log|Vs|) \). By comparison, the SOUM and IOCM schemes have
computation complexities of \( O(|U||Ev|\log|Vs|) \) and \( O((|Ev||Vs|+|U||Vs|+|Ev|)|Vs| |Es|\log|Vs|) \),
respectively. Hence the FRGBM scheme is notably faster than the SOUM scheme, i.e., by \( O(|U|) \). In addition, its
complexity is as good as or lower than the IOCM scheme, i.e., by \( O(1+|U||Ev|) \).

5.3 Dynamic Failure Region Disjoint Mapping (DFRDM)
As noted above, the FRGBM scheme uses fixed failure region groupings, determined at startup. However since
network substrate loads are dynamically-varying quantities, these groupings may lead to resource inefficiency.
To address this concern a modified DFRDM scheme is proposed, Fig. 9.
Fig. 9.

DFRDM algorithm.

The basic idea behind the dynamic approach is also to compute a working VN mapping and then prune all the failure regions used by this mapping before computing the protection mapping. However, since the working VN mapping may span a large number of failure regions, this approach will limit the resources available for the protection mapping. Hence to solve this problem, additional penalty costs are introduced to prevent the working VN mapping from covering too many failure regions. Specifically, a penalty cost $P(vs)$ is added to $C(vs)$ in Eq. (23) if a candidate node $vs$ is located in a new failure region (from the regions already covered by the mapping). Similarly, a penalty cost $P(es)$ is also added to $AC(vs)$ in Eq. (23) if the path mapping for $(vs,v's \in SCMA)$ traverses any new failure regions. Note that an added data structure is needed to record all accessed failure regions for a VN request, Fig. 9, and also a penalty is not applied to $UAC(vs)$ since its value will depend upon all possible unmapped VN nodes (which may span all failure regions).

Next, the protection mapping is computed by running the C-NSVIM algorithm. Akin to the FRGBM scheme, nodal connectivity is also used to help select candidate nodes and avoid mapping nodes to isolated areas. Namely, a static connectivity status is computed for each substrate node for all possible failure region pruning scenarios in the initial stage. In particular, let the number 1 (0) denote a pruned (non-pruned) failure region. Using this representation, a failure region prune scenario can be expressed as a $|U|$-dimensional vector $<au1,au2,...,au|U|>$ and the total number of potential scenarios is given by $2^{|U|}$. Now for each scenario, the number of substrate nodes that can be reached after pruning the corresponding failure regions, i.e., maximum connectivity number $\tau$, can be computed for every substrate node via a breadth-first search. Hence by searching the pre-computed connectivity status, substrate nodes having a smaller $\tau$ value than the number of
VN nodes in a VN request will not be considered as candidates. Also note that connectivity information is only computed at initialization and hence does not affect run-time complexity, i.e., like FRGBM scheme (Section 5.2). As this step does not affect run-time complexity, this scheme also has the same complexity as the FRGBM scheme, i.e., \( O(|Ev|(2+|Vs|)|Vs||Es|\log|Vs|) \).

5.4 Load Balancing
Overall, the FRGBM and DFRDM algorithms compute substrate link and node costs according to a pure “mapping cost” (MC). However, since these schemes ignore real-time nodal and link bandwidth resource loads at the substrate level, they will likely yield higher congestion at specific congested nodes/links. Hence, load balancing (LB) strategies can also be applied to alleviate such concerns. Namely, substrate link costs (weights) can be defined as inversely-proportional to load:

\[
C(es) = BcB(es) + \sigma, (23)
\]

where \( Bc \) is the full capacity of a substrate link and \( \sigma \) is a small value (to avoid division errors). Nodal costs can also be defined as follows:

\[
C(vs) = RcR(vs) + \sigma, (24)
\]

where \( Rc \) is the full resource capacity of a substrate node.

SECTION 6 Performance Evaluation
The performance of the survivable VN mapping schemes is tested using customized OPNETModelerTM models. Two substrate topologies are used here, including the small 10-node network with three failure regions in Fig. 1a (with modified nodal resource/link capacities) and the large 24-node network with five failure regions in Fig. 2. Namely, all substrate nodes have 100 units of resource capacity and all substrate links have 10,000 units of bandwidth. VN requests are varied between 3-5 nodes and 4-7 nodes each for the 10- and 24-node topologies, respectively. Average VN topology node degrees are also set to 2.3 and 2.6 for these two network sizes. Meanwhile, requested VN node capacities are uniformly distributed between 1-10 units and requested VN link capacities are uniformly distributed between 50-1,000 units. Overall, these VN parameters are set to fractions of the capacity values in the physical substrate network topology, as most cloud services will likely cluster operation at a few key sites.

Next, all VN requests holding and inter-arrival times are generated using randomly-distributed exponential variables with means \( \mu \) and \( \lambda \), respectively. In particular, \( \mu \) is fixed to 600 time units and \( \lambda \) is varied to achieve different input loads. Meanwhile, the load is measured using a modified Erlang metric that accounts for VN request sizes, i.e., by taking the product of average number of VN links and \( \mu/\lambda \). Finally, the CPLEX 12.4 tool is also incorporated with OPNETModelerTM to solve the MILP formulation.

For comparison purposes, the SOUM and IOCM survivability schemes in [19] are also implemented. In addition, all schemes are tested using both the MC and LB cost assignment strategies (Section 5). Finally, all heuristics are evaluated for both topologies using 10,000 VN requests for the 10-node topology and 100,000 VN requests for the 24-node topology. However, the MILP scheme is only tested for the 10-node topology owing to high computational complexity. Failure events are also randomly triggered after an average of 1,000 incoming VN requests. Namely, a failure region is selected in random uniform manner and its nodes/links failed.

6.1 Blocking Rates
Initial tests are done to measure request blocking rates in Fig. 10. The findings for the 10-node topology show that the MC-based schemes yield very similar results, with the IOCM-MC and FRGBM-MC schemes giving slightly
lower blocking. However, both FRGBM-MC and DFRDM-MC also achieve significantly lower blocking in the larger 24-node topology, e.g., about 94 percent lower blocking with FRGBM-MC versus SOUM-MC at low-medium loads, Fig. 10b. Overall, the 24-node topology provides more substrate nodes and links and allows the failure region-disjoint schemes to use network resources more efficiently, i.e., versus SOUM and IOCM which exhaustively provision for every possible failure region. FRGBM-MC also gives lower blocking than DFRDM-MC except at heavy loads. The reason here is that the pure cost computation strategies do not use real-time network substrate load information (and hence cannot efficiently generate two disjoint failure regions).
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**Fig. 10.**

Blocking rate: a) 10-node topology. b) 24-node topology.

Additionally, the LB schemes yield notably lower blocking versus the MC variants for both topologies. These findings confirm that balancing VN loads across network substrate nodes/links can generally provide much better performance. However, the FRGBM-LB and DFRDM-LB schemes also outperform SOUM-LB and IOCM-LB, akin to the MC findings. DFRDM-LB is also seen to give lower blocking than FRGBM-LB (especially for the 24-node topology) since it performs dynamic mapping to disjoint failure regions (and can further leverage real-time
substrate load information). Finally, the MILP solution gives the lowest blocking results in the 10-node network, and this is expected since this is an optimal strategy. Moreover, since this solution also yields the best results for nearly all the other metrics evaluated (presented in the following sub-sections), the remainder of this paper only considers the heuristic VN mapping strategies.

6.2 Long-Term Revenue

The long term revenue results are also plotted in Fig. 11 and show that the FRGBM and DFRDM schemes achieve much higher revenue than SOUM and IOCM, i.e., for both the MC and LB variants. For example FRGBM-MC gives almost 44 percent more revenue than SOUM-MC in the 24-node topology. In addition the LB schemes provide a significant increase in revenue as well. Carefully note that revenue discrepancies also decrease with load since request blocking rates are reduced.
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Fig. 11.

Long-term revenue: a) 10-node topology. b) 24-node topology.
6.3 Long-Term Cost
Long term cost is further plotted in Fig. 12. In comparison to the SOUM and IOCM strategies, the FRGBM and DFRDM schemes show slightly higher costs with the MC approach, but slightly lower costs with the LB approach. Also, all LB variants yield higher costs than their MC counterparts. This increase is due to the fact that the LB-based schemes accept more VN requests (lower blocking), which in turn leads to additional resource consumption and increased cost. In light of this, long term cost may not be a proper metric for evaluating VN mappings, i.e., lower costs can result from lower acceptance ratios. Hence the average cost per VN is evaluated next.

Fig. 12.
Long-term cost: a) 10-node topology. b) 24-node topology.

6.4 Average Cost
The average cost per VN is plotted in Fig. 13, and results show that both the FRGBM and DFRDM schemes achieve lower average cost than SOUM and IOCM (except for MC variants in the 10-node topology). The average cost under light traffic is also slightly higher than the cost under heavy traffic (except for MILP solution). The
reason here is that VN requests with large numbers of VN nodes/links are more likely to be accepted under lighter loads. Hence these larger VN sizes will use more resources and increase the average per VN cost. To show this more clearly, the average revenue per VN is plotted in Fig. 14, and results indicate that revenue is high when traffic is light and is low when traffic is heavy. Since the revenue for each VN is only related to the VN topology, this shows that larger VN requests are accepted more easily when traffic is low. These results also show that FRGBM and DFRDM can support larger VN sizes.

Fig. 13.
Avg. cost per VN: a) 10-node topology. b) 24-node topology.
The net revenues from Eq. (5) are now plotted in Fig. 15 and clearly show that both the FRGBM and DFRDM schemes generate significantly-higher revenues than SOUM and IOCM (for both MC and LB variants). These results validate the gains of using failure region-disjoint mapping strategies. In addition, the LB variants generally give higher net revenues (than the MC-based variants) owing to their lower request blocking rates. The only exception here is the SOUM-LB scheme which gives rather low revenues, i.e., due to the fact that LB strategies tend to yield longer path routes for mapped VN links. Compounding this increase is the fact the SOUM scheme exhaustively computes multiple protection mappings for all failure regions, further increasing costs for larger failure regions. As noted earlier, net revenues also decrease with traffic load, i.e., akin to Fig. 11.
6.6 Number of Failed VN and Total Number of Migrated Nodes

Finally, the number of failed VN requests is plotted in Fig. 16. The results here show that the FRGBM scheme is the most robust of all, as it groups failure regions and prevents the working mapping from spanning across too many regions. In addition, the total number of VN node migrations after failures are plotted in Fig. 17. Again, the FRGBM (and IOCM) scheme gives the least number of migrations since it yields the lowest number of VN failures.
Fig. 16.

Num. failed VN: a) 10-node topology. b) 24-node topology.
Fig. 17.
Num. migrated VN nodes: a) 10-node topology. b) 24-node topology.

SECTION 7 Conclusions And Future Work
This paper studies VN survivability for regional multi-failure events and proposes some novel failure region-disjoint solutions. An optimization formulation is first developed and two heuristic strategies are then proposed to compute efficient working and protection VN mappings. These latter strategies are also tailored to use both pure mapping cost and load-balancing information in the mapping process. Simulations show that the new failure region-disjoint schemes give lower blocking and higher (net) revenues as compared to existing survivable VN schemes, albeit with slightly higher long term costs. These gains are more pronounced with increased numbers of failure regions. In addition, the proposed heuristics also yield lower migration overheads during failure recovery. Finally, the results show substantially-higher revenues for all schemes when using load-balancing information, especially with the proposed failure region-disjoint heuristics.

Overall, this work provides a strong base from which to expand in additional, detailed efforts. Foremost, the formulation presented herein assumes that all failure events are equiprobable and does not consider their
probabilistic nature. Indeed, different regions will likely have varying levels of risk exposure, and hence it is important to develop further probabilistic VN mapping/survivability schemes to minimize failure rates. Furthermore, many regional disasters will likely induce further cascading (time-delayed) cyber-infrastructure faults, e.g., as arising from rolling power outages/blackouts. As a result, it is critical to incorporate the temporal nature of regional faults and develop multi-stage mappings for maintaining VN connectivity during such periods. This is an open problem area today.
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