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i
ABSTRACT

DEVICE LOCATION-BASED LINK LAYER SCHEDULING FOR LARGE-SCALE DENSE
INDUSTRIAL IOT NETWORKS

Ahmed Ajeena

Marquette University, 2022

A medium access control (MAC) protocol design is proposed in this paper for the industrial internet of
things (IIoT) networks with massive connections. Considering a non-fully connected network with multiple
access points (APs), we aim to connect a large number of IIoT devices densely populating the network
coverage area, achieve low latency, and avoid collisions. To achieve this objective, we adopt a time-slotted
carrier sensing-based medium access control design and propose a device location-based time slot
assignment scheme for channel access scheduling. The proposed scheme assigns devices to time slots based
on their locations to eliminate collisions caused by hidden and exposed terminals. To demonstrate the
performance of the proposed design, we analyze the average delay each device experiences with the
proposed scheduling scheme and verify the analysis via numerical simulations of an IIoT network with 19
APs and over 17000 devices. The results show the effectiveness of the proposed design in supporting
massive connections and achieving low delay.
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Chapter 1: INTRODUCTION

1.1 Motivation

The Industrial Internet of Things (IIoT) is the key drive for the upcoming industrial transformation that

revolutionizes manufacturing, logistics, mining, etc., around the world. Global investment in IIoT is

expected to surpass 260 billion USD by 2026, and the IIoT market is projected to occupy 33% of the

Internet of Things (IoT) market around the same time [1], [2].

Envisioned to reshape industries, IIoT focuses on boosting the productivity and efficiency of industrial

processes by integrating sensing, communication, computing, and automatic control. IIoT allows for

intelligent, remote, and real-time process management of industrial assets, which improves efficiency,

safety, and the working environment. The foundation of IIoT is based on the connectivity of a large number

of devices such as sensors, actuators, controllers, robots, and automated guided vehicles. Both general IoT

and IIoT face numerous challenges, such as the connected devices’ energy consumption, diverse latency

requirements for end devices, network scalability, and security. In contrast to communications in general

IoT scenarios, IIoT communications are subject to more stringent reliability and latency requirements.

Specifically, an IIoT network must support massive connections, high reliability, and low delay at the same

time, which crosses over between massive machine-type communications (mMTC) and ultra-reliable low

latency communications (URLLC). Therefore, dedicated connectivity solutions are necessary to support

IIoT due to such a unique characteristic.

1.2 Background

1.2.1 Industrial Internet of Things (IIoT)

The Internet of Things (IoT) is a network of connected objects that can interact without the need for

human involvement. By processing real-time generated data and enhancing access to information, IoT will

enable fast, and precise decision-making [3]. The IoT is expected to impact all aspects of life in the near

future, becoming a major enabler for smart homes and smart cities, with applications in industry, healthcare,

utilities, etc. IoT in the different applications features a self-regulated infrastructure that supports
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communication among the end devices and the surrounding world [4].

Among all IoT-based services, healthcare and manufacturing applications are expected to have the most

significant economic growth. Specifically, the healthcare and manufacturing sectors will constitute around

74% of the IoT-based applications in market value by 2025 [3].

Figure 1.1: Example applications of IIoT and consumer IoT.

IoT can be divided into two subcategories; consumer IoT and IIoT, as shown in Fig. 1.1. Consumer IoT

seeks to connect end-user devices such as wearables and appliances to the Internet for a more convenient

and comfortable lifestyle. Consumer IoT will help realize concepts such as smart homes and smart cities.
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IIoT connects machines and equipment in industrial businesses to boost production and increase profit. IIoT

will lead to the creation of smart factories and intelligent manufacturing [5]. IIoT is applicable to production

plants, warehouses, oil refineries, power plants, etc. In this thesis, the focus is on IIoT.

IIoT requires the integration of sensing, computation, and communication technologies [6]. The

development of these technologies is paramount to the full realization of IIoT deployment. Although some

requirements for IoT and IIoT are similar (i.e., both aim to create scalable, energy-efficient, and

cost-effective networks), IoT and IIoT paradigms can have very different communication requirements in

terms of latency, reliability, and security. A consumer IoT device such as a thermostat meter in a smart office

may generate one message per hour [7], while an IIoT device may generate more than one packet per

second. Therefore, new communication protocols are being designed for the specific connection and

incorporation of industrial equipment and machines to improve reliability [8].

Some of the major communication challenges IIoT faces are end-to-end delay, transmission reliability,

and network scalability. A typical IIoT network has to support devices with different latency requirements.

Depending on the function, a device could tolerate relatively high delays, such as a humidity sensor installed

in a greenhouse. On the other hand, a safety valve in a hazardous area of a chemical powerplant must have

an extremely low end-to-end delay. In addition to latency, the communication between the devices and an

access point (AP) needs to be reliable. When a device conducts a transmission, the transmitted payload is

not lost or corrupted because of environmental conditions (i.e., distances, building materials, sudden

changes in pressure or temperature, etc.) or interference with other devices. Typically, delay requirements

for IIoT applications range between 10 and 100 milliseconds, with some applications requiring

submillisecond delay, while throughput requirements must exceed 99% [9]. Scalability poses another

problem for IIoT networks since an IIoT network can incorporate thousands of devices, making it more

challenging to maintain low latency and reliability [2], [10]. Two 3GPP defined use cases are relevant to

IIoT, machine type communication (MTC) and ultra-reliable low latency communication (URLLC). The

goal of MTC technology is to support a large number of devices without impairing network performance.

URLLC, on the other hand, supports extremely low end-to-end delays for the generated packets without

compromising the throughput [11].
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1.2.2 Machine-Type Communication (MTC)

MTC, also referred to as Machine-to-Machine (M2M) communications, is the direct connectivity among

devices over any communication medium, including both wired and wireless links. MTC allows machines

or devices to communicate without the need for human interaction. MTC connections can involve a vast

number of devices in a variety of application domains, hence acting as a pillar for the establishment of IoT.

Industrial automation can use MTC to allow a sensor or a meter to convey the data it collects (i.e., pressure

readings, flow speed readings, etc.) to a controller that can utilize it (e.g., adjusting an industrial process

based on pressure) [12]. Human type communication (HTC), also referred to as human-to-human (H2H)

communications, such as computer and handheld devices communications, fundamentally differ from MTC

applications because the amount of uplink traffic is often lower than the amount of downlink traffic.

Therefore, networks in HTC communications are primarily designed to handle downlinks. On the other

hand, MTC applications may generate more data traffic in uplink transmissions than data traffic in downlink

transmissions [13], [12]. The prominent uplink transmissions coupled with a large number of devices and

massive amounts of generated data cause a significant scheduling overhead, which is a major issue in MTC

when deployed in IIoT networks [14].

MTC devices can be categorized based on their attributes and applications. Attributes include devices’

hardware complexity, energy efficiency, and mobility, while applications include environmental monitoring,

industrial automation, and medical instrumentation. The large number of devices in MTC generate massive

amounts of data. The data generation could be periodic or event-based, depending on the services and

applications for which the MTC devices are used. The immense amount of data and the various data

generation traffic patterns pose a substantial difficulty with respect to collecting and processing the

generated data in a timely and efficient manner [15].

The generated packets from MTC devices have specific characteristics compared to other types of

communications, such as HTC. The MTC features small packets as small as a few bytes in size, as is

common with smart meters. The transmissions are mostly sporadic (i.e., a sensor may send readings at

irregular time intervals between one reading and the next). In addition to MTC having fundamental

differences compared to the other types of communications, MTC communication characteristics vary
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depending on the various applications [13]. In this work, we differentiate between MTC, which supports

consumer IoT, and MTC, which supports IIoT, given that MTC protocol designs have different

considerations depending on the application’s requirements.

Table 1.1: MTC design requirements in IIoT as compared with IoT.

Network requirements IIoT IoT
Number of devices Large to very large Small to medium

Mobility Low to very low High
Delay tolerance Low to very low Medium to high

Data generation rate Large to very large volume low to medium volume

Table 1.1 shows some of the primary differences regarding network requirements between IoT and IIoT.

The number of devices deployed per square kilometer in IIoT networks is significantly higher than that for

consumer IoT. For instance, the concentration of sensory equipment and controllers in a factory is much

higher than meters in a house or speed cameras on a highway. MTC must be designed to support medium to

high mobility in IoT. In contrast, when designed for IIoT, mobility is not a major concern since most devices

in IIoT are either stationary or have low mobility. IIoT devices have very low to low latency tolerance, while

IoT devices can tolerate medium to high latency [13]. Data arrival rates of IIoT devices (e.g., a flow sensor

in an LPG pipe) are considerably higher than those of IoT devices (e.g., a smoke detector in an office) [16].

The magnitude of generated data is an important aspect to consider in MTC. The amount of data generated

in IIoT is substantially higher than in regular IoT, and this aspect correlates with the data generation rates

and the number of devices in IIoT, as mentioned above.

1.2.3 Medium Access Control

The medium access control (MAC) and the logical link control (LLC) are two sublayers of the second

layer (i.e., the data link layer) in the Open Systems Interconnection (OSI) model. The MAC’s duty is to

provide flow control and multiplexing for the transmission medium, while the LLC is responsible for

providing flow control and multiplexing for the logical link [17]. Fig. 1.2 shows where MAC is within the

7-layers of the OSI conceptual model.

The wireless medium is accessible to all devices, therefore, communication will be ineffective without
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well-designed rules regulating devices’ access to the medium. A MAC protocol controls access to the shared

media by establishing guidelines that permit devices to transmit their packets over the network in an

organized and effective way. Thus, by guaranteeing effective and equitable usage of the limited wireless

bandwidth, MAC protocols take on a vital role in utilizing the channel resources [18].

Figure 1.2: MAC in OSI Model.

MAC protocol design is more problematic in wireless communication than in wired communication due

to the nature of the wireless medium [19], [20]. For instance, in wireless communication, a device usually

cannot send and receive simultaneously due to self-interference between the received and the transmitted

signals, as the latter has significantly higher levels of power, making it impossible for the device to receive

other signals while conducting a transmission. Another major issue in wireless communication is related to

carrier signal sensing, which is a location-dependent mechanism. The position of the receiver with respect to

the position of the transmitter affects carrier sensing. Because of the propagation loss, the signal strength

diminishes with increasing distance. Only devices within the transmitter’s range are able to detect its carrier
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signal. A device uses carrier sensing to determine whether other devices in the network have an ongoing

transmission. In the carrier sensing mechanism, the device detects the carrier signal frequency, which has a

higher frequency than the input signal to determine whether another device in the shared medium is

currently transmitting. If the device does not detect the carrier signal, it initiates a transmission. Otherwise,

it defers its transmission to another time. Two problems arise in carrier sensing:

• Hidden terminal problem: A hidden terminal (i.e., wireless device) is a terminal within the intended

recipient’s range but out of the sender’s range. The range refers to the node’s transmission range and

sensing range which are presumed to be equal. Consider the case shown in Fig. 1.3. Node A is

transmitting to node B, while node C simultaneously attempts a transmission to node B. Node C

cannot sense the transmission from A when it senses the channel for the carrier signal since node A is

not within node C’s range. Hence, node C falsely assumes that the channel is idle. If node C starts a

transmission while A is transmitting, it will cause a collision with the packet transmitted from node A

at the receiver node B. In this case, devices A and C are mutually hidden to each other with respect to

the receiver B.

Figure 1.3: Hidden terminal problem. The circles represent the sensing ranges of the wireless nodes.

• Exposed terminal problem: An exposed terminal is a terminal within the sender’s range but out of

the receiver’s range. Consider the case shown in Fig. 1.4. Node B is transmitting to node A, while

node C intends to attempt a transmission to node D. Node C can sense the transmission being carried
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out by node B when it senses the channel for the carrier signal. Hence, node C learns that the channel

is busy and does not initiate a transmission to node D. Nevertheless, node C transmissions cannot

reach node A and cause collisions. In principle, node C can transmit to node D without issues. In this

case, node B and node C are mutually exposed to each other given their respective receivers.

Figure 1.4: Exposed terminal problem.

In addition to hidden and exposed terminal problems, MAC protocol design in wireless communication

aims to resolve other challenges, such as unfair resource allocation, channel access delay, and goodput.

Unfair resource allocation means the communication medium is not equally shared among all the devices

during a designated time. Unfair resource allocation can degrade throughput and cause increased packet

delay for a portion of the devices in the network. Channel access delay is defined as the average time from

the instant a device attempts to transmit a packet until the start of the successful packet transmission.

Goodput is the amount of data successfully received at the destination, not including any lost, corrupted, or

overhead packets. Goodput is the throughput perceived by the receiver [21]. A well-designed MAC protocol

can achieve the desired system performance, improve reliability, and guarantee the quality of service (QoS).

MAC protocols can be divided into three main categories, contention-based channel access,

contention-free channel access, and hybrid channel access [22], [21]. Multiple devices can attempt

transmissions simultaneously without centralized control in contention-based channel access. The multiple

access to the channel can cause severe drawbacks when the traffic load in the network is high. Under low or
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medium loads, contention-based access can perform well. Most notably, packet collision (i.e., two

transmitters send to the same receiver) and starvation (i.e., a device might not get to transmit because there

are always other devices transmitting). Therefore, MAC protocols under this category implement

mechanisms to prevent or reduce the aforementioned issues. MAC protocols under this category include but

are not limited to Carrier Sensing Multiple Access (CSMA) protocols and Additive Links On-line Hawaii

Area (ALOHA) protocols.

In contention-free channel access, a central controller establishes rules for the nodes in the network to

access the channel. Therefore, a device can only access the network in accordance with its allocated

resources (i.e., only one device transmits over the same channel at any time). The need for a central

controller means all the network devices must communicate with an AP. Drawbacks in this scheme are the

need for network-wide synchronization and the unused pre-allocated resources. MAC protocols that are

based on time-division multiple access (TDMA), frequency-division multiple access (FDMA), and

code-division multiple access (CDMA) are contention-free protocols.

A hybrid channel access protocol is a combination of contention-based and contention-free channel

access and typically includes the advantages of both schemes. Hybrid protocols tend to have complicated

designs. An example of hybrid protocols is the IEEE 1901 [23].

We explain TDMA and CSMA in further detail due to their relevance to our work [24]. In TDMA, time

is divided into slots of equal length. Each node in the network transmits its data in the time slots assigned to

it (i.e., a device could be assigned one or more time slots). Implementing TDMA can completely prevent

collisions, and any device can use the entire frequency bandwidth whenever conducting a transmission.

However, as in all contention-free protocols, TDMA protocols require a central controller to allocate the

time slots to the nodes in the network. Additionally, network-wide synchronization is required (i.e., all the

devices in the network are synchronized in time). In Fig. 1.5, a simple example of TDMA is shown. The

figure illustrates that the time slot is wasted when a device does not transmit, which could degrade the

network performance.
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Figure 1.5: An illustration of TDMA scheme. Solid arrows represent ongoing transmissions, and a dashed
arrow means the device is idle.

In CSMA protocols, a node senses the medium before initiating a transmission in order to detect the

carrier signal and determine whether a transmission is currently taking place by some other device (i.e.,

check if clear, then send). Unlike TDMA protocols, CSMA protocols do not require centralized controllers

since scheduling is unnecessary. CSMA protocols can reduce collisions in MAC but not eliminate them

since CSMA protocols are susceptible to hidden terminal problems and simultaneous transmissions.

Different protocols have branched from CSMA with different sensing and backoff durations to reduce or

mitigate packet collisions. Fig. 1.6 illustrates CSMA.
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Figure 1.6: An illustration of CSMA scheme. The figure shows that the devices in the network cannot
instantly sense a transmission due to the distances among the devices. Therefore, propagation delays need to
be accounted for in accordance with the area of the network.

1.3 Objectives

Despite the variety of link-layer solutions in the literature, designing a link-layer solution that

simultaneously supports massive connections, low delay, high reliability, and large-scale networks with

more than one AP is still an open problem which this thesis aims to solve.

The following are the objectives of the research:

• Examine the current state-of-the-art works that support massive connections and low latency in IIoT

networks in order to gain a comprehensive grasp and identify the limitations.

• Develop an exhaustive MAC protocol design that addresses the large network scalability, diverse

latency requirements, and high transmission reliability with minimum overhead.

• Evaluate the proposed MAC protocol design to guarantee that the performance requirements can be

met.

1.4 Thesis Organization
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Chapter Two: In this chapter, we provide a systematic literature review of existing works. The existing

works are categorized based on what type of MAC protocol or scheduling scheme they use and which

aspect of the IIoT network they try to improve, such as massive connections, low latency, low

collision rate, etc.

Chapter Three: In this chapter, we introduce the considered networking scenario in detail. Then we

illustrate the scheduling challenges and propose a MAC protocol design that resolves these challenges.

Chapter Four: In this chapter, we present the performance analysis of the proposed MAC design. The

analysis includes the packet delay and the throughput. The focus of the analysis is on calculating the

average packet delay.

Chapter Five: In this chapter, we present the performance evaluation of the proposed MAC design. In the

performance evaluation, we simulate a non-fully connected single-AP network and three scenarios for

a non-fully connected multiple-AP network. The results show the average packet delay for low and

high packet arrival rates.

Chapter Six: The contributions and the results of the thesis are concluded in this chapter. Additionally,

prospective future works and possible extensions of the current work are highlighted.
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Chapter 2: LITERATURE REVIEW

2.1 Introduction

In this chapter, we discuss some of the existing works that aim to improve IIoT communication using the

data link layer. While connectivity solutions for IIoT can be developed in physical, data link, or even higher

layers of the network protocol stack, link-layer solutions usually depend less on hardware and have lower

complexity. The works we examine tackle IIoT issues such as latency, massive connection, packet collision,

etc.

2.2 Related Works

In this section, works are categorized based on what aspect of the IIoT communication they try to

improve or what scheduling approach they used.

2.2.1 Low Latency

Many existing works have studied low latency communication for IIoT applications [25], [26]. In [25], a

hybrid MAC protocol design for a single base station (BS) network with M2M communication was

proposed. In the proposed method, devices contend for transmission using p-persistent CSMA, and the

admitted devices, after the contention period, transmit their packets using TDMA. The aim of this work was

to maximize throughput by constructing an optimization problem that can find the optimal tradeoff between

the number of time slots allocated to the contention period and the number of time slots in the transmission

period since the two components correlate with one another. Only a portion of the devices in the network are

presumed to be active, while the rest of the devices are presumed to be in sleep mode. The time frame

structure comprises four parts: notification period, contention period, announcement period, and

transmission period. In the notification period, the BS broadcasts the commencement of the contention

period to all the devices in the network and uses the announcement period to inform the devices that

successfully contended for transmission. In the performance evaluation, the average transmission delay (i.e.,

the time from when a packet is generated until the BS receives it) is shown to be around 100 milliseconds
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when the number of devices in the network is 500, and the number of active devices is about 30% of the

total number of devices.

In [26], the IEEE 802.15.4e deterministic and synchronous multi-channel extension (DSME) protocol

was optimized to support low delay and energy-efficient data collection tasks in a multi-hop IIoT network.

The optimal scheduling configuration, where different scheduling techniques are constructed using linear

programming, includes the optimization of frame and slot lengths and slot and channel assignments. The

optimal configuration is created to minimize the time packets spend at each node and reduce the number of

hops. The ad-hoc network is presumed to be homogenous and follows a tree model where all nodes, which

are synchronized in time, communicate their data to a central root node. Time is divided into frames, and

each frame is further divided into two parts, a contention-based transmission period and a contention-free

transmission period. Devices in the contention-based transmission period can send their packets using

CSMA/CA. Meanwhile, in the contention-free transmission period, time slots are allocated deterministically

to the devices in order for them to send their packets. Additionally, the proposed model uses 16 channels in

the 2.4 GHz band. The performance evaluation shows that the proposed protocol design can achieve around

20 milliseconds delay per hop.

2.2.2 Massive Connections

Other works have focused on supporting massive connections for IIoT applications [27], [28]. In [27], a

contention-based hybrid CSMA/TDMA MAC protocol was introduced that supports MTC for IoT

applications in a centralized network with thousands of devices and a single BS. The time structure of the

proposed design is based on frames, and each frame is further divided into four parts: notification period,

contention period, announcement period, and transmission period. In the contention period, which is based

on CSMA, devices contend for admission into the transmission period. The contention period is further

divided into three segments of different time durations. Each segment is allocated to devices with different

remaining energy levels. The BS uses the notification period to send a message to all the devices in the

network to indicate the following: the start of the frame, the duration of each period, the time interval of

each segment, and each segment’s designated energy level. Successful devices from the contention period
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and their corresponding slots in the transmission period are broadcasted by the BS during the announcement

period. The transmission period is based on TDMA, where successful contenders are assigned time slots to

send their packets. The designated time duration of each segment in the contention period changes every

frame. Devices are assigned to different segments depending on their batteries’ remaining energy. Devices

with lower remaining battery energy levels are assigned to longer time segments since a longer duration can

have a lower number of collisions. The simulation results show the average end-to-end delay to be between

90 and 100 milliseconds when the proposed design supports between 1500 and 5000 devices.

In [28], a repetition-based grant-free scheme to support massive MTC was proposed. The design used

demodulation reference signals (DMRS) to estimate the uplink channel condition and give the BS a list of

the resource blocks (RBs) that a device uses to transmit its data. The BS traces the repetition pattern for the

device and applies successive interference cancellation to cancel out the interference in the RBs that arise in

massive MTC. The proposed protocol design follows a procedure of three steps, Configuration information

broadcast, Repetition-based transmissions, and Successive interference cancellation and acknowledgment

transmission. In the configuration information broadcast, the BS uses the system information block to

broadcast the DMRS and RB configuration information to all the devices in the cellular network. The end

devices, in turn, decode the system information block and start sending packets in a repetition-based

transmission. In repetition-based transmission, each device arbitrarily chooses the indices of the RB and the

DMRS to send its data repeatedly. The randomization makes it highly unlikely that the data transmission

repetition sequences established by two or more devices to be identical. In successive interference

cancellation and acknowledgment transmission, the BS tries to identify and decode DMRS data and use it to

acquire the channel estimates and the RBs indices of the devices’ repeated data transmissions to determine

the repetition sequence for each device. Once one of the repeated transmissions for a device is decoded, the

BS implements successive interference cancellations for the rest of the RBs for that device. This process, in

turn, helps the decoding of other devices’ RBs. The simulation results show that the proposed protocol

design could achieve around 200 milliseconds delay when 1000 devices are connected to a single BS

network.

2.2.3 Low Latency and Massive Connections
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There are a few works that target both low delay and massive connections at the same time [29], [30],

[31]. In [29], a MAC scheduling solution for uplink and downlink transmissions that supports URLLC and

mMTC was proposed in the context of network slicing. Each network slice could either support URLLC or

mMTC. The suggested strategy is based on a two-level scheduling approach, the first level is dedicated to

scheduling the devices in each slice, and the second level is in charge of resource allocation within each

slice. Slices are created, configured, and managed by a dedicated controller. Depending on the slice

requirements, there is a different number of radio access network functions for each slice. Therefore, each

slice may use different scheduling algorithms to assign channel resources to its devices. In the proposed

design, the URLLC slice can achieve low latency for the end devices as long as the number of devices does

not exceed a certain threshold. The threshold depends on the slice-dedicated bandwidth and the packet size.

The performance evaluation was focused on the URLLC slice, demonstrating that the proposed protocol

design can achieve less than 3 milliseconds of end-to-end delay for a slice with 5 active devices, each with a

small packet. In comparison, the delay exceeds 40 milliseconds when 30 active devices are involved in the

slice, each with a large packet. The performance evaluation did not cover mMTC.

In [30] and [31], a novel MAC protocol and the corresponding scheduling method were designed to

support massive connections with low delay and high reliability in a fully-connected IIoT network with one

AP. The proposed protocol design includes four components that are designed for small-sized packets. The

protocol design comprises a novel time slot structure, channel access procedure, and two approaches that

provide diverse QoS and support ultra-dense networks. The proposed protocol may achieve no packet

collision or a low packet collision probability when the network device density increases. The four

components are Mini-slot based carrier sensing (MsCS), Synchronization carrier sensing (SyncCS),

Differentiated assignment cycles, and Superimposed mini-slot assignment (SMsA). In the MsCS, multiple

devices are assigned to a time slot. Each device is assigned a mini-slot, which the device uses to sense the

channel before initiating a transmission in order to prevent collisions. A device with a lower index mini-slot

(e.g., a device assigned the first mini-slot in the time slot) would have a higher priority to transmit than a

device assigned a higher mini-slot index (e.g., a device assigned mini-slot five). SyncCS detects and then

skips idle slots (i.e., when no device assigned to the slot initiates a transmission). SyncCS requires a fully
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connected network. In the differentiated assignment cycles, devices with different priorities have different

assignment cycles that translate to different frame lengths. This way, devices with higher priority can be

allocated shorter frames to guarantee their QoS. At the same time, devices with low priority are assigned to

longer frames, which translates to higher delays, where longer frames can support a larger number of

devices. In SMsA, instead of assigning one device per mini-slot, SMsA allows multiple devices to be

assigned per one mini-slot. This design can significantly increase the number of supported devices in the

network at the expense of loosing the no packet collision guarantee. The performance evaluation shows

different delay results depending on which of the four components were used, the packet arrival rates, and

the number of devices in each assignment cycle (i.e., number of high, regular, and low priority devices),

which corresponds to different frame lengths. The simulation was conducted for a single-AP network with

1000 devices, of which 50 devices had stringent delay tolerance, which does not exceed 1 millisecond, while

the rest of the devices had regular and high delay tolerance. On average regular delay tolerance is around 10

milliseconds, while high delay tolerance is around 80 milliseconds. The delay results are as low as

submillisecond for devices with stringent delay requirements and as high as 120 milliseconds for devices

that do not require a very low delay.

2.2.4 Collision-Free Communication in Distributed Networks

In the following group of works, the aim was to design collision-free MAC protocols for ad-hoc wireless

networks that support different applications [32], [33], [34]. In [32], a novel collision-free MAC protocol

that supports multimedia applications was proposed for a wireless mesh backbone consisting of several

routers located at fixed sites and covering a large region. All routers are synchronized in time and use one

communication channel. Routers can transmit directly to their one-hop neighbors. Two routers can have

simultaneous transmissions if they are at least two hops away from each other. Time is divided into time

slots, and each slot is further divided into two parts, sensing and transmission. The sensing part comprises

mini-slots, where a mini-slot is assigned to a router. A router sends a jamming signal at its designated

mini-slot (e.g., mini-slot one) to inform all its one-hop neighbors that it will initiate a transmission. The

neighboring routers assigned to the rest of the mini-slots (i.e., mini-slot two and higher) sense the channel
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for the jamming signal. Once a jamming signal is detected, they give up their intended transmissions.

Routers within two hops can be assigned to the same mini-slot since they can transmit simultaneously

without collisions. The proposed MAC protocol scheme ensures a fair opportunity for all neighboring

routers to transmit by rotating the mini-slots. Priority access is maintained by adding one or more mini-slots

ahead of all the other ordinary access mini-slots. Priority access mini-slots are fixed (i.e., they do not rotate).

The performance evaluation shows the data packet access delay increases exponentially when the packet

arrival rate approaches 60 packets per second, with a delay of 16 milliseconds. The lowest delay is 2

milliseconds, achieved when the packet arrival rate is 30 packets per second.

For fully connected wireless ad-hoc networks, a novel energy-efficient MAC protocol design was

proposed in [33]. The design aims to reduce energy consumption for battery-operated devices as in mobile

devices with real-time communication, like voice or video calls, while maintaining low delay and packet

loss requirements. The proposed protocol uses a temporary coordinator node to minimize energy

consumption by scheduling active and sleep durations for the regular nodes’ radio interfaces in a distributed

manner, which lowers MAC overhead and transmission collisions across the nodes. When a node intends to

send packets, it only has to contend once for transmission. After that, the temporary coordinator node

allocates transmission time as long as the contended node has packets ready for transmission. At the

beginning of each beacon interval, all nodes are awake (i.e., can sense the network) for a brief period of time

to receive the scheduling information from the coordinator node. Typically, nodes are awake at their

designated sending and receiving periods. The time frame is split into three parts, announcement period,

contention-free period, and contention-based period. In the announcement period, all the network nodes are

awake to receive the scheduling information. In the Contention-free period, nodes scheduled for

transmission and those for reception are active. In the Contention-based period, nodes with packets ready

for transmission can send their transmission requests to the coordinator node. The coordinator node

determines the length of each period based on the network’s state. Additionally, the current coordinator node

chooses a new coordinator and updates it with a table containing the scheduled transmissions and the

transmission requests from all the nodes in the network. The performance evaluation shows the average

packet delay from the instant the packet is generated until it reaches its destination, which depends on the
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number of nodes in the network and the traffic load (i.e., packet arrival rate). The lowest average delay is

approximately 150 milliseconds and is obtained when the number of nodes in the network is 10, and the

traffic load is 200 packets per second. The average delay increases exponentially beyond 1000 milliseconds

when the number of nodes in the network is 20, and the traffic load is greater than 600 packets per second.

In [34], a MAC design was proposed for a single-hop, single-channel, non-fully connected wireless

ad-hoc network with randomly distributed communication links. For optimal use of the available spectrum

and minimal power consumption, the proposed design incorporates the opportunistic access aspect of WiFi

networks and the deterministic transmission aspect of cellular networks. Contention-free time slots for data

transmissions and receptions are dynamically scheduled by a group of coordinator nodes located across the

network, which are presumed to be immobile. The coordination is based on transmission requests from the

regular nodes. Each coordinator node schedules the transmissions and receptions of regular nodes in its

vicinity (i.e., cell) after it receives their transmission requests. The proposed design eliminates collisions by

ensuring that whenever a node is designated to receive a packet, the space around the node would be

reserved (i.e., no other node within its communication range receives nor transmits a packet concurrently).

Neighboring coordinator nodes share the transmission and reception scheduling table with each other to

eliminate transmission interference in the reserved space around receiver nodes since some transmissions

can take place from one coordinator node cell to another coordinator node cell. All the nodes in the network

are synchronized in time. The time frame has three types of time slots, scheduling slots, contention-free

slots, and contention slots. Scheduling slots are used to coordinate transmissions and receptions in the

current frame. These slots are received by all neighboring coordinator nodes and regular nodes in the cell. In

the contention-free slots, regular nodes conduct their scheduled transmissions and receptions. A node

scheduled for transmission can include a request for a future transmission in the header of its packet. In

contention slots, regular nodes send their transmission requests to their coordinator nodes. Packet delay was

not considered in the performance evaluation of this paper. The considered metrics are throughput, energy

consumption, and collision rate, which were compared with protocol designs from similar works.

2.2.5 Location-Based Scheduling
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In [35] and [36], methods that employ the location information of end devices were proposed to solve

hidden and exposed terminal problems. In [35], a method was proposed to address the hidden and exposed

terminal problems for multiple-AP networks using virtual sectors and CSMA/CA protocol. A critical

component of the proposed solution is utilizing mobile devices’ exact location information, which is

gathered through the Global Positioning System (GPS) and the Quasi-Zenith Satellite System (QZSS). The

location-based virtual sector method divides each AP’s cell (i.e., communication range) into geographical

sectors. Mobile devices are grouped into these sectors where they can sense each other when transmitting

using CSMA/CA, which resolves the hidden terminal problem within each AP. This solution neglected the

hidden terminals that arise from the overlapping cells of neighboring APs. Sectors in adjacent APs are

synchronized such that two different sectors from adjacent APs are allocated the same time window for their

devices to transmit to reduce exposed terminal problems. All mobile devices are presumed to have GPS and

QZSS and can accurately report their locations to the APs in their cells. Each AP broadcasts the sector

assignment for the mobile devices in its cell, along with the time slots allocated to each sector.

An extension of the work in [35] is presented in [36], where the focus is on a single-AP network. An

optimum allocation strategy for the virtual sector method is proposed to enhance fair channel access among

mobile devices by governing the number of time slots allocated to the virtual sectors. Time slots are

proportionally allocated to the virtual sectors in accordance with the number of mobile devices in each

sector. A minimum amount of time slots is designated for each sector by default, so if a device moves into

an empty sector, it could still initiate a transmission. The performance evaluation of this paper presents the

throughput and collision rate results while comparing the proposed protocol with similar existing protocols.

The throughput significantly degrades when the number of devices in the network is more than 20, and when

the device positioning error is greater than 20% of the cell radius. The collision rate is significantly

exacerbated due to increased overhead when the duration of the data packet is as small as 0.1 milliseconds in

a network with 20 devices, even when the positioning error is 0%.

2.2.6 Semi-Persistent Scheduling (SPS)



21

In [37], and [38], two scheduling strategies were proposed to support MTC and IoT applications,

respectively, using SPS, which is a scheduling mechanism that combines features from both persistent

scheduling and dynamic scheduling in order to reduce scheduling overhead at the controller (i.e., AP or BS).

A method was proposed in [37] that supports delay reduction for narrowband IoT applications for a network

with a single BS. The proposed approach relies on implementing two techniques, SPS and short

Transmission Time Interval (sTTI). The time structure is comprised of time frames in which each frame has

a duration of 10 milliseconds. Each time frame is further divided into 10 subframes. A sub-frame represents

14 orthogonal frequency-division multiplexing (OFDM) symbols. The subframe is the minimum

transmission time interval (TTI) needed for a device to send a packet to the BS. To reduce delay, the author

shortens the TTI by using fewer OFDM symbols per TTI. SPS is used for devices with periodic transmission

to minimize the unnecessary requests to send (RTSs) packets. In contrast, devices with sporadic

transmission continue to use dynamic scheduling since permanently allocating resources for these devices

wastes the network resources. The simulation results show that the proposed approach can achieve an uplink

latency of under 80 milliseconds for a network of 30 devices.

In [38], the authors proposed a hybrid scheduling LTE strategy for a single BS network that supports

HTC and MTC, where the MTC is tailored towards IoT applications. HTC devices are supported by

standard LTE dynamic scheduling, while SPS supports MTC devices. The uplink transmission uses single

carrier frequency division multiple access (SC-FDMA), where each device is allocated several RBs. The BS

uses SPS to pre-assign each MTC device with several RBs. The RBs’ assignment continues for a period of

time until the BS reconfigures it. Function-wise, the dynamic scheduling used for HTC devices can be

divided into time-domain and frequency-domain schedulers. The time-domain scheduler’s role is to choose

the set of devices to be scheduled for transmission in the upcoming time cycle. The frequency-domain

scheduler determines the number of RBs assigned to each device from the set of devices selected by the

time-domain scheduler. The simulation results show that the proposed scheduling strategy can support 1100

MTC devices with an average delay of 40 milliseconds. For HTC, the proposed design can support a

maximum of 30 devices before surpassing the 150 milliseconds delay threshold for voice packets and the

300 milliseconds delay threshold for video packets.
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2.3 Contribution

In this thesis, we propose a MAC protocol design that builds upon the works in [30] and [31] that

simultaneously supports massive connections and low average delay. Extending the design of [30] and [31]

to fit large-scale networks is of interest but challenging since a direct extension can result in severe hidden

terminal and exposed terminal issues. Building on the foundation of the above two works, we design a

device location-based time slot assignment scheme to support large-scale non-fully connected IIoT networks

with massive connections while maintaining low delay and zero-collision. We first model the network

scenario, then we analyze the average packet delay using a discrete-time Markov chain and analyze the idle

slot probability. Finally, we validate the performance of our design for different networking scenarios via

extensive simulations using MATLAB.
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Chapter 3: NETWORK SCENARIO & PROTOCOL DESIGN

3.1 Introduction

In this chapter, we define the layout and the characteristics of the IIoT network considered in the

proposed design and introduce the time slot structure we utilize in the proposed MAC protocol. Then, we

discuss the slot assignment challenges for non-fully connected single-AP and non-fully connected

multiple-AP networks. Finally, we present our design that resolves the problematic slot assignment for a

non-fully connected single-AP network and a non-fully connected multiple-AP network.

3.2 Network Scenario

We consider a large-scale non-fully connected IIoT network with multiple APs. Each AP has a limited

coverage area (e.g., an industrial plant) and connects a large number of devices (e.g., a thousand devices).

The communication and sensing ranges of all devices are assumed to be equal for simplicity of

modeling, and the radius of each AP’s coverage is the same as the communication range of the devices. To

eliminate any coverage hole, the coverage of the APs can overlap. We assume that any device in the network

is covered by at least one and at most three APs. The APs are connected, synchronized in time, and able to

communicate with each other.
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Figure 3.1: The time structure.

In the IIoT use case, devices have no or limited mobility and relatively low packet arrival rates (e.g.,

compared to the multimedia use cases). Nevertheless, the packet arrival rates of IIoT devices can be higher

than general IoT devices such as water or gas meters in a smart home use case, which generates one

message per hour or even per day [7]. In this work, the considered IIoT devices have an arrival rate ranging

from one packet every several seconds to several packets every second. Due to the nature of machine-type

communications, the size of each packet is small (e.g., down to a few bytes) [39].
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Figure 3.2: The sensing, transmission, and rotation mechanisms.

The frame and slot structure from [30] for time-slotted channel access with carrier sensing is adopted

here as the foundation of our design. To build on this foundation, we first briefly introduce its basics as

follows. The time structure is divided into frames with duration Tf , and each frame is further divided into

Ns slots, the duration of each slot is Ts, as shown in Fig. 3.1. A time slot begins with Nm mini-slots for

sensing, each mini-slot has a duration of Tm, followed by the remaining part of the slot with duration Tx for

completing a transmission. Each mini-slot is assigned to one device. Any device except the one assigned to

the first mini-slot must sense the communication channel in the preceding mini-slot before initializing a

transmission. The mini-slots assignment can rotate every frame to ensure fair channel access among all

devices sharing the slot, and the sensing and rotation processes are shown in Fig. 3.2. Essentially, the

mini-slot structure and the corresponding sensing design allow multiple devices to share a slot without

collisions, which significantly increases channel utilization. In addition, channel access is fully distributed

after the initial assignment of devices to slots and mini-slots.

In the rest of this thesis, we denote the packet arrival rate for any device in the slot by λ. Then, the
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expected number of packets to arrive over the duration of a frame at one device is λTf . The average

expected number of packets to arrive at all the devices sharing a slot is NmλTf .

The APs broadcast the time frames with the slot and mini-slot assignments to the end devices. Since

devices are limited to no mobility in the network scenario we consider, the scheduling does not frequently

change, which makes downlink transmissions rare compared to uplink transmissions. Therefore, we only

evaluate uplink transmissions in this work.

3.3 Protocol Design

In this section, the necessity of location-constrained device scheduling in large-scale and non-fully

connected networks is illustrated. Then, our protocol design for large-scale IIoT networks, which avoids

collisions while connecting a massive number of devices, is presented. To be comprehensive, we consider

two networking scenarios when introducing our protocol design, a non-fully connected single-AP network

and a non-fully connected multiple-AP network.

3.3.1 Non-fully Connected Single-AP Network

To illustrate the necessity and idea of location-based device assignment, consider for now a non-fully

connected IIoT network with only one AP. When the network devices are assigned time slots in accordance

with the frame and slot structure shown in Fig. 3.1 without consideration for their locations, collisions can

happen due to hidden terminals. For example, devices x and y covered by AP-A, shown in Fig. 3.3, are

distant from each other, and device y cannot sense device x’s transmission. If devices x and y are assigned

to the same slot, then device y may falsely perceive an idle channel while device x is transmitting, leading to

collisions. To solve this problem, the slot assignment must take the locations of the devices into

consideration. Specifically, a group of devices can be assigned to the same slot only if they can sense each

other. For example, devices x and z in Fig. 3.3, which are close to each other, can be assigned to mini-slots 1

and 2, respectively, of the same slot (e.g., slot 2), while devices x and y cannot be assigned to the same slot.

3.3.2 Non-fully Connected Multiple-AP Network



27

Figure 3.3: Device location-based slot assignment for a single-AP network. Solid and dashed circles represent
the AP’s coverage and the device sensing range, respectively.

In an IIoT network with multiple APs, device location-based slot assignment is insufficient to prevent

hidden and exposed terminals. Therefore, slot assignment coordination among all the APs in the network is

necessary. As the coverage of the APs overlap, the entire area is divided into overlapping zones (OZs) and

non-overlapping zones (NOZs). Although each device is connected to only one AP, a device’s transmission

can reach more than one AP if it is in an OZ. Suppose the device location-based slot assignment paradigm

for the single-AP network, as mentioned in subsection 3.3.1, is applied separately at each AP. Specifically,

each AP assigns slots to its connected devices without coordination with other APs. For illustration, AP-A

and AP-B, in Fig. 3.4, have one OZ. AP-A assigns slot 3 and slot 2 to its devices in the OZ and NOZ,
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Figure 3.4: Device location-based slot assignment without coordination among the APs in a multiple-AP
network. In the figure, different colors represent different time slots. Devices assigned to slots of the same
color can transmit simultaneously. The letter under the device refers to which AP the device is connected.

respectively. AP-B assigns slot 2 to its devices in the OZ and slot 3 to the devices in its NOZ. When devices

in the OZ transmit to AP-A, they could become hidden terminals to the devices in the NOZ connected to

AP-B, causing packet collisions at AP-B and vice-versa.

Applying the device location-based time slot assignment scheme with partial coordination can be

problematic. That is both APs in Fig. 3.4 allocate the same slots from each AP’s slot assignment to the OZ

and the same slots to the NOZs of each AP, as shown in Fig. 3.5, without further coordination between the

two APs. In Fig. 3.5, we illustrate the partial coordination, where AP-A assigns the devices connected to it

in the OZ slot 5, and AP-B assigns the devices connected to it in the OZ slot 5 as well. Each AP assigns the
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Figure 3.5: Device location-based slot assignment with partial coordination among the APs in a multiple-AP
network.

devices in its NOZ slot 7.

Two problems arise in this scenario, one in the OZ and one in the NOZs. In the OZ, suppose two devices

have the same mini-slot order (e.g., mini-slot 1) of slot 5, one is connected to AP-A, and the other is

connected to AP-B. If both devices transmit simultaneously, both of their packets will be received at AP-A

and AP-B, causing collisions at both APs. The two devices cannot sense each other due to the simultaneous

transmission. In the NOZ, AP-A devices and AP-B devices can transmit simultaneously without collisions.

However, nothing prevents devices from AP-A NOZ and devices from AP-B NOZ from sensing each other.
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Suppose a device connected to AP-A assigned to slot 7 initiates a transmission; in that case, a device

connected to AP-B also assigned slot 7 can sense its carrier signal and unnecessarily refrain from

transmission, i.e., the exposed terminal problem as shown in Fig. 3.5.

Figure 3.6: Device location-based slot assignment with full coordination among the APs in the network. The
figure Shows one slot is added from the OZ to each AP when the APs are fully coordinated.

To completely solve hidden and exposed terminal problems in the non-fully connected network with

multiple APs, full coordination among the APs is necessary in addition to the device location-based slot

assignment. In the OZ, all the devices are treated as if they belong to a single-AP. Each device in the OZ is

assigned the same time slot and mini-slot at all APs covering the OZ, even though it is only connected to one

of them. This way, no two devices in the OZ can initiate a transmission simultaneously. Regardless of
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whether a device is connected to it, each AP will include all devices in the OZ in its slot assignment, as

shown in Fig. 3.6. The slot assignment for the devices in the OZ is replicated for all the APs sharing the OZ.

Such an arrangement increases the number of required slots to support the devices at each AP and causes a

higher ratio of idle slots at each AP, as the cost of eliminating collisions. In Fig. 3.6, the devices in slot 6 are

connected to AP-A, and the devices in slot 5 are connected to AP-B. Nevertheless, both devices and slots are

included in AP-A’s and AP-B’s slots assignment.

In the NOZ, the APs coordinate to solve the exposed terminal problem. Devices located in different

NOZs can transmit simultaneously without causing collisions. An exposed terminal is created when two

devices, each from a different NOZ, are located such that each device can sense the carrier signal of the

other device. Each AP assigns the devices in its NOZ after coordinating with the neighboring APs so that all

APs ensure the devices that transmit simultaneously are out of each other’s coverage. This is shown in

Fig. 3.6, where AP-A assigns a group of its devices slot 7, and AP-B assigns a group of its devices slot 7

(i.e., a device from slot 7 in AP-A can transmit simultaneously with a device from slot 7 in AP-B). Through

the coordination, slot 7 in each AP is assigned to a group of devices in the NOZ of that AP such that no

device in either group can sense the carrier signal of the other group.

The proposed design of this thesis cannot support mobility when devices move across zones, but it can

be extended to support mobility. A special category of time slots can be introduced to support mobility by

modifying the mini-slots. We will discuss it in the future work section of the conclusions.

3.4 Summary of Design

In this chapter, we defined the network scenario and the time slot assignment, which allows for massive

connectivity. Then we discussed the challenges of hidden and exposed terminal problems when time slot

assignment is used in a non-fully connected single-AP network and a non-fully connected multiple-AP

network. Afterward, we introduced the device location-based time slot assignment. The proposed

scheduling scheme resolves the hidden terminal problem in a non-fully connected single-AP network and

the hidden and exposed terminal problems in a non-fully connected multiple-AP network. The device

location-based time slot assignment requires network-wide APs synchronization and increases frame length.
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Chapter 4: PERFORMANCE ANALYSIS

4.1 Introduction

In this chapter, we analyze the packet delay from the instant a packet is generated till the instant when

the packet is successfully transmitted and analyze the idle slot probability to evaluate the performance of our

device location-based slot assignment scheme. In the analysis, we focus on the devices sharing a time slot,

and the result applies to any device in any time slot. Mini-slot rotation is applied to ensure fair channel

access among all the devices in the same slot. For simplicity of modeling, we make the following two

assumptions. 1

• All the devices in a time slot have the same packet arrival rate. In practice, a device with a higher

packet arrival rate can be assigned to multiple slots.

• Each device buffers at most one packet, including the packet currently being transmitted, i.e., a freshly

generated packet replaces an existing packet, if any, in the buffer, unless the existing packet is

transmitting. As a result, each device has either 0 or 1 packet in its buffer at any time. This scenario is

common for devices such as sensors.

The fully-coordinated device location-based time slot assignment in section 3.3 avoids collisions caused

by hidden terminals, while the mini-slot-based carrier sensing avoids other collisions [30], hence all

transmissions are collision-free. Additionally, in the scenario considered above, all the devices in the same

slot have the same average delay over time as long as the mini-slot rotation is executed for a sufficiently long

time.

4.2 Packet Delay

Packet delay is the focus of our performance analysis. We model the packet generation and transmission

process of the devices in the target time slot with a virtual transmission queue using a discrete-time Markov

chain (DTMC). In the DTMC, the state is the number of packets in the virtual queue. State transitions take

1Note that these assumptions are only introduced for the sake of analysis and are not required for our scheduling scheme to be
applicable.
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place right after the end of the last mini-slot of each slot. The state index ranges from 0 to Nm − 1 (i.e., the

highest state). The value of the highest state is one less than the number of devices in the slot since exactly

one packet is transmitting at the state transition instant when the virtual queue is not empty, as the currently

transmitting packet is not considered to be in the queue. The state index can transition to any higher index,

remain the same, or decrease by only one, since at most one packet is sent in the target slot in any frame.

The following factors determine the state transition in the virtual transmission queue:

• The number of packets currently waiting in the virtual queue, denoted by i, which is the current

system’s state.

• The number of packets generated from the group of devices sharing the slot, denoted by j, which

takes values between zero and Nm.

• The number of generated packets that replace existing packets, denoted by k. A portion of the

generated packets can replace existing packets. A generated packet replaces an existing packet in the

virtual transmission queue if generated by a device that currently has a packet waiting for

transmission.

Without loss of generality, in evaluating the proposed design, the packet arrival rate (i.e., λ) at each

device is presumed to follow a Poisson process. Hence, the probability of a packet being generated by any

device assigned to the same slot is given by ρ in (4.1).

ρ = 1− e−λTf . (4.1)

The system probability at state i, when j packets are generated, and k packets are replaced is given in

(4.2), where p(i, j, k) serves as the basis for calculating the transitional probability from one state to another.

p(i, j, k) =

(
i

k

)(
Nm − i

j − k

)
ρj(1− ρ)Nm−j . (4.2)

The analysis can be extended to support devices with different arrival rates by modifying ρ in (4.2). Due

to packet replacement, the transition from state a to state b can happen with a different number of generated
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packets, (i.e., j in (4.2)), j can take values between zero and Nm. For example, the system may transition

from state two to state six when the value of j is greater or equal to 5 and less or equal to 7, depending on

how many of the existing packets are replaced.

The transitional probability from state i to state h is denoted by qi,h, where i is the current state, and h is

the future state is given in (4.3). The unique case when the value of i is zero, and the value of h is zero (i.e.,

the system remains at state zero) is defined separately in (4.3) since it is the only case when no packet is

transmitted.

qi,h =



0, if i ≥ h+ 2

p(0, 0, 0) + p(0, 1, 0), if i = 0, h = 0

j=jmax∑
j=jmin

p(i, j, k⋆(i, j, h)), otherwise,

(4.3)

where jmax, jmin, and k⋆(i, j, h) are determined as follows:

jmax = min(Nm, h+ 1) (4.4a)

jmin = max(0, h− (i− 1)) (4.4b)

k⋆(i, j, h) = min(i, j, j − (i− (h+ 1))). (4.4c)

We define Q = [qi,h]i,h∈{0,...,Nm−1} as the state transition probability matrix for a given slot with Nm

mini-slots. Later in this section, we use Q in (4.7) to find the steady-state probability.

The diagram in Fig. 4.1 shows the DTMC diagram of the state transition model. The diagram represents

the number of packets in the system that are queuing for transmission and the transitional probabilities from

one state to another.

To elaborate on (4.3), here we illustrate the conditions for transitioning from one state to another. There

are two sets of conditions for the system to transition from the current state to a new state. The first set of
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Figure 4.1: The state transition diagram of the system showing the transitional probabilities.

conditions is applied when the system is in state zero (i.e., i = 0). This implies that k = 0.

it = it−1 + n, (4.5)

where it represents the new state, it−1 represents the currents state, and n represents the number of states by

which the system increases when j packets arrive. Since there is no packet replacement when i = 0, the

state transition solely relies on j, according to (4.6a):

0 ≤ j ≤ n+ 1. (4.6a)

The second set of conditions is applied when the system is in any state other than zero (i.e., i is greater

than zero and less than Nm), which depends on how we constructed the DTMC and the instant at which the

system changes states. That is, only one packet is transmitted in the target slot every frame, and the system

state might increase, stay the same, or decrease by one state. We continue to use (4.5) to express the

transitional conditions. The state transition relies on the values of j and k in accordance with (4.6b) and
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(4.6c).

n+ 1 ≤ j ≤ i+ n+ 1 (4.6b)

k = j − (n+ 1). (4.6c)

The value of n equals the number of states by which the system will shift from its current state. When

n = 0, the system state does not change, and when n = −1, the system state is reduced by one. Similarly,

when n = 3, the system state increases by 3 and so on. Based on the above conditions, transitioning from

one state to another takes on a range of j values in accordance with (4.3) - (4.6c). The Q matrix in (4.7)

represents the state transition probability matrix from one state to another. The transitional probability qi,h

from (4.3) is an element in Q.

Q =



1∑
j=0

p(0, j, 0) p(0, 2, 0) ... p(0, n+ 1, 0) ... p(0, Nm, 0)

1∑
j=0

p(1, j, j)
2∑

j=1

p(1, j, j − 1) ...
n+2∑

j=n+1

p(1, j, j − (n+ 1)) ...
Nm∑

j=Nm−1

p(1, j, j − (Nm − 1))

0
2∑

j=0

p(2, j, j) ...
n+3∑

j=n+1

p(2, j, j − (n+ 1)) ...
Nm∑

j=Nm−2

p(2, j, j − (Nm − 2))

... ... ... ... ... ...

... ... ... ... ... ...

0 ...
i∑

j=0

p(i, j, j)
i+1∑
j=1

p(i, j, j − 1) ...
Nm∑

j=n+1

p(i, j, j − (n+ 1))

0 ... 0 0
Nm−1∑
j=0

p(Nm − 1, j, j)
Nm∑
j=1

p(Nm − 1, j, j − 1)



. (4.7)

To calculate the overall packet delay, first, we calculate the packet delay at the different states, which is

given in (4.8). Three delay components are considered when calculating the delay in any particular state.

The first component is the base delay, measured from the packet arrival time to when the first mini-slot

begins. The second component is the delay the queuing packet accumulates by transitioning from a previous

state to the current state. For instance, when the system is currently in state five, and one packet among the

five packets was generated when the system was in state two. The third component is the delay the queuing

packet accumulates by transitioning from the current state to a future state. For instance, if the system is in

state five and it transitions to state four, the packets that do not get transmitted will incur extra delay.
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di =
1

i

(
1

i

(
i+1∑
u=1

qu,idu

)
+

(
1 +

Nm−1∑
h=i−1

qi,hdh

)
(i− 1) + 1

)
, 2 ≤ i ≤ Nm − 1, (4.8)

where u represents the previous state, h represents the future state, qu,i and qi,h are the transition

probabilities from state u to state i and from state i to state h, respectively, and di, du, and dh are the packet

delays at states i, u, and h, respectively. When the system is in state one, the overall delay is equal to the

base delay since there is only one packet in the system. State zero is excluded in (4.8) since it does not

contribute to the delay.

Lastly, we calculate the total packet delay. To calculate the total packet delay, we need to find the

steady-state probability for Q in (4.7). One method to obtain the steady-state probability is by using the

power of the state transition probability matrix in (4.7). When the power of the Q matrix approaches infinity,

the system reaches the steady-state, and every row in the state transition probability matrix Q converges to

the steady-state probability as given in (4.9).

∏
= lim

r→∞
Qr. (4.9)

When r approaches infinity, all rows in the steady-state probability matrix
∏

become identical. Hence, any

row vector in
∏

represents the steady-state probabilities of the state transitional probability matrix in (4.7).

This approach to calculate the steady-state probability is a result of the Chapman−Kolmogorov

equation, which finds the state of the system after a certain number of steps (i.e., transitions). We use this

method to find the steady-state probability matrix by approximating the number of steps to infinity.

Let π represents the steady-state probability vector, which contains the steady-state probabilities of

states 1 to Nm − 1. Denoting the steady-state probability at state i given as πi and using the packet delay at

state i (i.e., di) from (4.8), we can calculate the average packet delay of all the devices assigned to the

considered time slot as follows:

DTot =

Nm−1∑
i=1

πidi, (4.10)
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where DTot in (4.10) is the packet delay from the instant a packet is generated until the packet is

transmitted for any device sharing the slot.

4.3 Idle Slot Probability

An idle slot is a time slot where no transmission takes place. Conventionally a slot is idle if no device

assigned to that slot has a packet to send. The unconventional scenario is when an AP receives transmissions

from devices in the OZ connected to other APs. In this case, the AP may not receive the transmitted packets,

and the slot is considered idle, although a transmission intended for a different AP happens in the slot. Both

the conventional and the unconventional idle slot probability scenarios shall apply to the non-fully

connected multiple-AP network.

First, we find the idle slot probability for the conventional scenario. Since the proposed protocol design

in section 3.3 eliminates collisions, the idle slot probability can be calculated according to (4.11).

ηs = 1−NmλsTf , (4.11)

where ηs represents the idle slot probability for a particular slot s in the conventional idle slot probability

scenario, NmλsTf is the expected number of packets to arrive at all the devices sharing slot s, and λs is the

packet arrival rate for any of the devices assigned to slot s.

In the unconventional idle slot probability scenario, some slots are perceived idle by one AP and active

by another AP because of the devices in the OZs. Hence, the idle slot probability is calculated for each AP

separately. For the AP of interest (i.e., the AP the idle slot probability is being calculated for), the slots in

the OZs that are associated with neighboring APs are considered permanently idle when examined by the

AP of interest. Therefore, finding each slot’s idle probability separately is not enough since some slots are

always idle. Instead, we must find the average idle slot probability for all the slots over an entire frame for

the AP of interest, which is given as follows:

η
′

APX
=

(No +
∑Nn

s=1 ηs)

Ns
, (4.12)
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where η
′

APX
in (4.12) represents the idle slot probability over an entire frame for the AP of interest denoted

as APX in (4.12). No is the number of permanently idle slots that are associated with neighboring APs of

APX , which are generated from APX ’s OZs. Nn is the number of slots that are not permanently idle (i.e.,

follow the conventional idle slot probability scenario). Nn represents the non-permanently idle slots from

the OZs and NOZ of APX . The devices assigned to the Nn slots transmit to APX , which processes their

packets. Ns is the total number of slots registered with APX (i.e., the total number of permanently and

non-permanently idle slots).

With no collisions, throughput for a particular AP is the complement of the idle slot probability for that

AP as given in (4.13), where θAPX
represents the throughput of APX over the duration of one frame.

θAPX
= 1− η

′

APX
. (4.13)

4.4 Summary of Analysis

In this chapter, we analyzed the performance of the proposed protocol design with respect to two metrics

packet delay and throughput. Both the delay and the throughput were analyzed for a single slot and the

group of devices assigned to that slot. The focus of the performance analysis was the packet delay since the

proposed protocol eliminates collisions. For the packet delay, we utilized a DTMC to create a virtual

transmission queue, based upon which we developed a closed-form result to calculate the average packet

delay for any of the devices sharing the time slot. In our analysis, we assumed that all the devices assigned

to the slot have the same packet arrival rate. However, we can straightforwardly extend the design so that

different devices in the slot can have different packet arrival rates and, consequently, different packet delays.
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Chapter 5: PERFORMANCE EVALUATION

5.1 Introduction

This chapter shows the performance evaluation results of the proposed MAC protocol design for the

average packet delay for different packet arrival rates. We compare the analytical results from chapter 4 with

the numerical results. The numerical results are based on a computer simulation that mimics the

environment of the network scenario we propose in our design. The simulations are performed for two

networking scenarios, a non-fully connected single-AP network, and a non-fully connected multiple-AP

network. In the simulation results, we examine the protocol design’s capability to support massive

connectivity while maintaining low latency without causing collisions due to hidden terminals or causing

channel underutilization due to exposed terminals.

5.2 Simulation Setup

The work of this thesis extends and builds upon [31], such that similar settings and parameters are

adopted. In the simulation, the radius of the coverage of each AP in the network is set to 250 meters, which

is approximately the size of a factory. The mini-slot duration Tm needs to be long enough to sense the

carrier signal. For the 250 meters radius of an AP’s coverage, the propagation delay from edge to edge is

under 2 milliseconds. Nevertheless, the mini-slot length is set to 9 milliseconds due to limitations in the

physical layer. 9 milliseconds is an adequate duration to sense the carrier signal within the AP’s coverage

[40]. We consider the packet size to be 50 bytes with a data transmission rate of 3 Mb/s in accordance with

the characteristics of MTC. The transmission duration of this packet (i.e., Tx) is 133 milliseconds.

With respect to the numerical simulation, in addition to the previous settings, the system is simulated for

2× 106 frames. It is a relatively long period of time which gives highly consistent results. The base delay is

half a frame (i.e., Tf/2). The number of devices varies from one AP to another in order for the simulation to

be practical. Additionally, each AP has different numbers of devices connected to it in its OZs and NOZ

(i.e., the devices are not evenly distributed throughout the network). All the network scenarios are simulated

for low packet arrival rates that range between 0.1 packets per second and 1 packet per second and high
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packet arrival rates ranging between 1 packet per second and 4 packets per second.

5.3 Non-fully Connected Single-AP Network

For a non-fully connected network with a single-AP as described in section 3.3.1, the network is

simulated for 1000 devices connected to one AP. The AP assigns 10 devices to each slot (i.e., each slot has

10 mini-slots). Hence, the frame length is 100 slots. The density of the devices throughout the network is

not necessarily evenly distributed. Fig. 5.1 shows the simulation results for low packet arrival rates. When

the packet arrival rate is 0.1 packets per second, the probability of two packets arriving at the same frame is

very low. Hence, this arrival rate yields the lowest delay possible (i.e., the base delay), around 11

milliseconds. Fig. 5.2 shows the simulation results for the high packet arrival rates. When the packet arrival

rate is 4 packets per second, the packet delay is 31.5 milliseconds. In both Fig. 5.1 and Fig. 5.2, the

difference between analytical and numerical results is less than 5%.

The non-fully connected single-AP network simulation results are similar to the performance evaluation

results in [31], in which the design was for a fully connected single-AP network. The difference is that in

[31], the protocol design grants the devices assigned to the same slot different access priorities. In contrast,

our design guarantees fair channel access to all the devices assigned to the same slot. The similar results

show the validity of our analytical approach in this work since it did not stray from the literature when the

applied network settings were the same.
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Figure 5.1: Delay Performance for a sigle-AP network with low packet arrival rates.
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Figure 5.2: Delay Performance for a sigle-AP network with high packet arrival rates.

5.4 Non-fully Connected Multiple-AP Network

For a non-fully connected network with multiple-AP, as described in section 3.3.2, we simulate three

different network scenarios, each with a different number of APs, to show in detail the performance and

flexibility of the proposed protocol design in this thesis. In the multiple-AP networks, the number of
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mini-slots per slot varies depending on the number of devices each AP supports. The APs with higher

numbers of devices have more mini-slots per slot than the APs with fewer devices.

A slot has at most 10 mini-slots in the simulations in this section. In a multiple-AP network, the AP with

the highest number of devices assigns 10 mini-slots to each slot, while the APs with fewer devices assign

less than 10 mini-slots per slot. The frame length is fixed for all the APs in the network (i.e., the number of

slots and the slot duration are the same for all APs). This is necessary in order for all the APs in the network

to be synchronized. Since the slot duration is fixed, the slot transmission duration for the APs with fewer

mini-slots per slot will be longer than 133 milliseconds. For example, when the AP with the highest number

of devices assigns 10 mini-slots per slot, the transmission duration is 133 milliseconds. In contrast, an AP

with fewer devices that assigns 9 mini-slots per slot will have a transmission duration of 142 milliseconds

since the duration of one mini-slot is added to the transmission duration.

5.4.1 2-AP Network

In the 2-AP network, one AP has 1000 devices connected to it, and the other AP has 800 devices

connected to it. There is one OZ between the two APs. The devices in the OZ are added to the slot

assignment of each APs. The number of devices in the OZ affects the packet delay at each AP differently,

depending on how many devices from each AP are at the OZ. In this scenario, 30% of AP-1’s devices are in

the OZ, while 25% of AP-2’s devices are in the OZ. Since AP-2 has fewer devices, it assigns fewer

mini-slots per slot than AP-1, resulting in lower delays for devices connected to it. The frame length and slot

duration are fixed for both APs in the network. Fig. 5.3 shows the result in the case of lower packet arrival

rates for both APs in the network. At 0.1 packet per second, the average packet delay for the devices

belonging to both APs is at its lowest and equals the base delay. Since the frame length is fixed, the based

delay is the same for the deivces of both APs at around 13 milliseconds. With high packet arrival rates, as

shown in Fig 5.4, the average packet delay for the devices connected to AP-1 is higher than those connected

to AP-2 since AP-1 has more devices and more mini-slots per slot than AP-2. The highest packet delay for

the devices connected to AP-1 when the packet arrival rate is 4 packets per second is 48.5 milliseconds, and

the highest packet delay for the devices connected to AP-2 for the same packet arrival rate is 39.5
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milliseconds.

Figure 5.3: Delay Performance for a 2-AP network with low packet arrival rates.

Figure 5.4: Delay Performance for a 2-AP network with high packet arrival rates.

5.4.2 3-AP Network

In the 3-AP network, AP-1 has 1000 devices, AP-2 has 950 devices, and AP-3 has 750 devices

connected to each AP. In this scenario, there are four OZ, one between every two APs and one among all
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three APs. The percentages of devices in the OZs from AP-1, AP-2, and AP-3 are 41%, 23%, and 33%,

respectively. Although AP-2 has fewer devices than AP-1, the higher number of devices in the OZs from

AP-1 and AP-3 results in more devices added to AP-2’s slot assignment, leading AP-2’s devices to have the

highest packet delay among the three APs. Similar to sub-section 5.4.1, the frame length and the slot

duration are fixed for all APs in the network. AP-2 assigns the highest number of mini-slots per slot, and

AP-3 assigns the least number of mini-slots per slot since it has the least number of devices among the three

APs. Fig. 5.5 shows the low packet arrival rates for the 3-AP network. At 0.1 packet per second, the packet

delay of all APs’ devices is at its lowest and is equal to the base delay. The base delay is the same for all the

APs’ devices at around 16.5 milliseconds. With high packet arrival rates, as shown in Fig 5.6, devices

connected to AP-2 have higher delays compared to those connected to the other two APs due to the high

number of devices in the OZ from AP-1 and AP-3, while AP-3 has the lowest packet delay in the network.

At 4 packets per second, the highest packet delay for the devices from AP-1, AP-2, and AP-3 are 65

milliseconds, 82.5 milliseconds, and 51 milliseconds, respectively.

Figure 5.5: Delay Performance for a 3-AP network with low packet arrival rates.
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Figure 5.6: Delay Performance for a 3-AP network with high packet arrival rates.

5.4.3 Large-scale Network

The large-scale network scenario is more complex than the two network scenarios in sub-section 5.4.1

and sub-section 5.4.2. In this scenario, the network consists of 19 APs. Each AP has between 800 and 1000

devices connected to it. The total number of devices in the network is 17200 devices. An OZ is shared by a

maximum of three APs. The number of devices located within the OZs for any AP constitutes between 19%

and 50% of the total number of devices for that AP. Fig. 5.7 presents the simulation results for the low

packet arrival rates. The figure shows the AP with the highest packet delay corresponding to the legends

with ”AP-MAX”, the AP with the lowest packet delay corresponding to the legends with ”AP-MIN”, and

the average packet delay (corresponding to the legends with ”AP-AVG”) for all the APs in the network.

Similar to the networks in sub-sections 5.4.1 and 5.4.2 at 0.1 packets per second, the packet delay for all the

APs’ devices is the same and is equal to the base delay, which is around 17 milliseconds. Fig. 5.8 depicts the

results for the high packet arrival rates, like Fig. 5.7, Fig. 5.8 shows the AP with the highest packet delay,

the AP with the lowest packet delay, and the average packet delay for all APs in the network. The delay

increases for all the APs when the packet arrival rate increases, but the APs with more devices (i.e., more

devices per slot) will suffer higher delays. At 4 packets per second, the packet delay for the AP with the

largest number of devices is 88 milliseconds, while the packet delay for the AP with the least number of
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devices is 32 milliseconds. On average, the packet delay is 54 milliseconds.

Based on the above, an AP can dedicate some slots to have only a few devices assigned to these slots to

ensure very low delay for the devices that require low delays.

Figure 5.7: Delay Performance for a large-scale network with low packet arrival rates.

Figure 5.8: Delay Performance for a large scale network with high packet arrival rates.

5.5 Summary of Performance Evaluation
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In this chapter, we evaluated the performance of the proposed MAC protocol design. Both numerical and

analytical simulations were carried out for one scenario of a non-fully connected single-AP network and

three scenarios of non-fully connected multiple-AP networks. There is less than a 5% discrepancy between

analytical and numerical results. The simulation results from sub-section 5.4 demonstrate our design

capability to provide a low delay to a massive number of devices with zero packet collision. The downside

of the proposed scheduling scheme is that it uniformizes the base delay for all the APs in the network, but

since the base delay is low, it does not affect the QoS for the connected devices. When the packet arrival

rates increase, packet delay increases beyond the base delay. The APs with the highest number of devices

(i.e., a higher number of mini-slots per slot) suffer higher packet delays compared to the APs with fewer

devices (i.e., fewer mini-slots per slot).

Based on the above, any AP in the network, regardless of the number of devices connected to it, can

ensure low latency access for some of its devices. An AP can dedicate some slots to have only a few devices

assigned to these slots to provide a very low delay for the devices that require an ultra-low delay.

This chapter demonstrates the effectiveness of our design to ensure no packet collision due to hidden

terminal problems and no network underutilization due to exposed terminal problems while maintaining

massive access and low latency. The proposed design is implemented at the cost of network-wide

synchronization and increased packet delay due to the devices added to the slot assignment from the OZs.
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Chapter 6: CONCLUSION AND FUTURE WORK

6.1 Conclusion

In this thesis, we proposed a device location-based scheduling scheme specifically designed for a

large-scale non-fully connected IIoT network with multiple APs that allow the connection of a large number

of devices while maintaining a low average packet delay. The structure of the multiple-AP network forms

overlapping zones and non-overlapping zones among the APs in the network, which in turn can cause

hidden terminal problems and exposed terminal problems without well-designed coordination. There are

two aspects to the proposed scheduling scheme, the MAC protocol and the slot assignment.

We used a fully distributed time-slotted carrier sensing-based MAC protocol that supports a large

number of devices by allowing multiple devices to be assigned to a time slot. The MAC protocol allows

multiple devices to share a single time slot, reducing wasted channel resources. Additionally, it eliminates

packet collision among the group of devices sharing the slot through the sensing mechanism. This design

offers a significant improvement over existing works. For instance, the works that use TDMA-based MAC

protocols suffer from wasted channel resources. In contrast, works that use contention-based MAC

protocols experience an exponential increase in packet collision and signaling overhead when the number of

connected devices increases.

The slot assignment mechanism uses the device location information along with full coordination among

the APs to eliminate the hidden and exposed terminal problems in the non-fully connected multiple-AP

network, which is not well investigated in the literature. In existing works where the non-fully connected

multiple-AP network scenario was studied, the overlapping zones among the APs were ideal and unrealistic

in a practical network scenario. Additionally, the scheduling schemes that were proposed did not resolve the

hidden and exposed terminal problems.

The simulation results for the multiple-AP IIoT network demonstrate the design’s adaptability to support

massive connections while maintaining the different delay requirements for IIoT devices by determining the

number of devices assigned to a slot. This is illustrated in the performance evaluation, which shows how

APs with different numbers of devices can have different packet delays. Any AP can ensure a lower packet
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delay to some devices by assigning fewer devices per slot. The highest packet delay for a network with 19

APs and 17200 devices was under 100 milliseconds when the packet arrival rate was at its highest, which is

significantly less than the average packet arrival interval.

The scheduling scheme proposed in this thesis requires network-wide synchronization among all the

APs in the network in order to implement full coordination among the APs. Furthermore, the average packet

delay increases when a larger number of devices are connected to the AP of interest or when the number of

devices shared from adjacent APs in the OZ of the AP of interest increases.

6.2 Future Work

In our future work, we aim to extend this design in two directions. The first approach is to expand the

current scalability and support lower delay requirements. We customize the proposed scheduling scheme to

support an ultra-dense large-scale network that could connect approximately 100,000 devices by adjusting

the frame length, duration and number of slots, and duration and number of mini-slots per slot. On the other

hand, the scheduling scheme can provide a submillisecond average packet delay for devices with extremely

stringent delay requirements by assigning these devices to multiple slots in the frame.

Our work at the current stage only considers stationary devices. Hence, in the second approach, we aim

to extend our work by enhancing the support for devices with mobility. The introduction of mobility to our

design requires modifications to the proposed MAC protocol in order not to cause collisions. The primary

approach will focus on creating two categories of slots. The first category of slots is assigned to mobile

devices only, while the second category is assigned to stationary devices only. The mini-slots in the catagory

of slots that support mobile devices will be specially designed to allow mobile devices to transmit while

moving through the network without causing hidden and exposed terminal problems.
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