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Abstract 
In order to extend the physical length of hole delocalization in a molecular wire, chromophores of 
increasing size are often desired. However, the effect of size on the efficacy and mechanism of hole 
delocalization remains elusive. Here, we employ a model set of biaryls to show that with increasing 
chromophore size, the mechanism of steady-state hole distribution switches from static delocalization 
in biaryls with smaller chromophores to dynamic hopping, as exemplified in the largest system, tBuHBC2 
(i.e., “superbiphenyl”), which displays a vanishingly small electronic coupling. This important finding is 
analyzed with the aid of Hückel molecular orbital and Marcus–Hush theories. Our findings will enable 
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the rational design of the novel molecular wires with length-invariant redox/optical properties suitable 
for long-range charge transfer. 

 

Development of a thorough understanding of all critical elements controlling the extent of charge 
delocalization in molecular wires is essential for the rational design of long-range charge-transfer 
materials.1−4 Studies of poly-p-phenylene-based wires have shown5−9 that the cationic charge (i.e., hole) 
delocalization is limited to ∼8 p-phenylene units (or ∼3 nm), as evidenced by an abrupt saturation of 
their redox/optical properties, i.e., a breakdown of the cos[π/(n + 1)] (or 1/n) dependence9−11 observed 
for n > 8. Such limited hole delocalization arises from the interplay between the energetic gain from 
hole delocalization and the penalty of structural/solvent reorganization.8,9 

In order to extend the physical length of hole delocalization, one may exploit molecular wires with size 
of chromophore that is larger than a single phenylene, such as fluorene, hexabenzocoronene (HBC), or 
a novel HBC–fluorene hybrid12 (FHBC), as shown on the example of representative wires with varied 
chromophore size in Figure 1. In fact, such a strategy has been extensively explored with porphyrin-
based molecular wires that exhibit the largest hole delocalization lengths among common conjugated 
polymers.13−17 

As another model system, a molecular wire with HBCs as chromophores is roughly by a factor of 3 
longer than simple poly-p-phenylene (Figure 1), yet bears similar structural properties. Indeed, HBC-
based biaryl (i.e., “superbiphenyl”)18 is expected to undergo a free rotation with an equilibrium 
interplanar angle of ∼30°, akin to a simple biphenyl,19 as illustrated below: 
 

 
Figure 1. Molecular wires with varied chromophore size. 
 

 
 



A series of recent studies20−22 have shown that besides the geometrical requirement of a small 
interplanar angle, the frontier orbitals overlap, and their nodal arrangement are critically important for 
promoting a large electronic coupling. In this context, it thus remains unclear what impact the size of 
the chromophore has on the electronic structure of a chromophore and the associated electronic 
coupling. 
 
In order to probe this key issue, we undertook a detailed analysis of the electronic structure of the 
biaryls with varied chromophore size, i.e., simple biphenyls with varied substituents (RPP2), bifluorene 
(F2), bitriphenylene (tBuTP2), and HBC-based biaryl (i.e., tBuHBC2). We show that the increase of the 
chromophoric size reduces the interchromophoric electronic coupling and can switch the mechanism 
of hole distribution from static delocalization, characteristic for biphenyl cation radicals,23,24 to dynamic 
hopping, as evidenced by electrochemical analysis, steady-state electronic absorption spectroscopy, 
and density functional theory (DFT) calculations. This important realization of the structure–function 
relationship may prove to be important in the rational design of novel charge-transfer materials. 
 
Biphenyls (RPP2) with substituent R = H, isoalkyl (iA), alkoxy (AO), dialkylamino (iA2N), and bifluorene 
(F2) were readily available,8,9,25 while tBuTP2 and tBuHBC2 were synthesized by adaptation of standard 
literature procedures.26,27 All compounds were characterized by 1H/13C NMR spectroscopy and MALDI 
mass spectrometry. See Supporting Information for full details. 
 
Electrochemical analysis of RPP2 showed that with increasing donor strength of the substituent, the 
hole stabilization (i.e., ΔEox = Eox[biaryl] – Eox[aryl]) decreases from ΔEox = −700 mV in R = H to ΔEox = 
−450 mV in R = iA2N (Figure 2). 
 

 
 
Figure 2. Hole stabilization (ΔEox) in biaryls as compared to monoaryl with varied size of the aryl chromophore. 
 
Interestingly, expansion of the aryl core from a single benzenoid unit in HPP2 (ΔEox = −700 mV) to two 
benzenoids in F2 (ΔEox = −370 mV) to three benzenoids in tBuTP2 (ΔEox = −120 mV) reduces hole 



stabilization by almost 0.6 V (Figure 2). To our surprise, further increasing the size of the chromophore 
to seven benzenoid rings, i.e., in tBuHBC2, almost completely inhibits hole stabilization (i.e., ΔEox = −10 
mV)! 
 
Electronic absorption spectra of biaryl cation radicals show that the characteristic near-IR band, absent 
in the corresponding monomers (Figure S15 in the Supporting Information), shifts to lower energy 
(longer wavelength) in going from HPP2+• to tBuTP2+• (Figure 3A). This indicates that, while the hole is 
delocalized over both chromophores (i.e., Robin-Day class III),28 the electronic coupling decreases. 
Although a structured near-IR band is present in both tBuHBC+• and tBuHBC2+•, the spectrum of tBuHBC2+• 

bears no apparent additional features in comparison with that of tBuHBC+• (Figure 3B), suggesting that 
in tBuHBC2+• the hole resides on a single chromophore (i.e., Robin–Day class I/II), consistent with the 
(steady-state) dynamic hole hopping mechanism.24,28 
 

 
 
Figure 3. (A) Electronic absorption spectra of biaryl cation radicals. See Supporting Information for details of 
their generation. (B) Electronic absorption spectra of tBuHBC+• and tBuHBC2

+•. Isovalue plot of the spin-density 
distribution in tBuHBC2

+• shows hole localization on one HBC unit. 
 
DFT calculations of the oxidation and excitation energies of the biaryl cation radicals, computed at the 
benchmarked25,29 (TD)-B1LYP-40/6-31G(d)+PCM(CH2Cl2) level of theory, showed a perfect agreement 
with the experimental data (Figure S14 in the Supporting Information). Natural population analysis30 
further confirmed that in all biaryls, except tBuHBC2+•, the spin/charge and structural reorganization are 
delocalized over both chromophores (Figure S31 in the Supporting Information). 
 
Electrochemical data, together with the analysis of the steady-state spectroscopic signatures and DFT 
calculations, suggest that as the size of the chromophore in biaryls increases, the electronic coupling 
decreases. In the extreme case of tBuHBC2+•, this leads to a switch-over of the mechanism of hole 
distribution from static delocalization to dynamic hopping, akin to the one observed for biaryls with 
varied interplanar dihedral angle.24 In order to rationalize this finding, we now analyze the electronic 



structure of neutral and cation radicals of the biaryls with varied substitution and chromophore size in 
the context of Hückel molecular orbital and Marcus–Hush theories. 
 
Following Hückel’s method of representing molecular orbitals as a linear combination of pz orbitals in 
π-conjugated hydrocarbons,31 MOs in a biaryl can be represented as a linear combination of the HOMO 
of a single aryl (Figure 4). 
 

 
 
Figure 4. Molecular orbital diagram of a biaryl. Size of the circle represents the amount of  electron density of 
HOMO at each atom as quantified by the Mulliken population analysis on the example of HPP2. 
 
In a simple HPP2, the HOMO electron density is shared between 12 carbons, with the largest density 
residing along four middle carbons (as quantified32 by a Mulliken population analysis) due to the 
longitudinal arrangement of the bisallylic HOMO (Figure 4). The high density at the biaryl linkage 
together with a relatively small interplanar dihedral angle of ∼35° result in a significant overlap 
between HOMOs of two aryls in HPP2 and a large electronic coupling (β = 0.75 eV) as measured by the 
HOMO/HOMO–1 energy gap (Figure 4). 
 
As the donor strength of the substituent in RPP2 increases, electron density of HOMO redistributes 
toward electron rich atoms of the substituent (Table S4 in the Supporting Information), thereby 
decreasing the HOMO density at the pair of carbons that mediate the electronic coupling through the 
biaryl linkage (Figure 5). A stronger effect can be achieved by increasing the size of the chromophore, 
where a total of two electrons per HOMO, in each case, spreads over a larger number of atoms, leading 
to a depleted per-atom electron density (Figure 5). Although Mulliken approximation states that 
electronic coupling is proportional to the orbital overlap,33−35 the magnitude of the overlap also 
depends on the available electron density at a given atom, and thus, reduced HOMO electron density is 
expected to reduce the electronic coupling. 
 



 
 
Figure 5. Schematic illustration of the HOMOs of various biaryls. See Figures S18–S24 in the Supporting 
Information for actual HOMO plots. 
 
Mulliken population analysis of the HOMO density matrix reveals that the HOMO population at the 
center carbon (qC) and the magnitude of the overlap population between two monoaryl fragments 
(|Sab|, see section S4.4. in the Supporting Information for details) both sharply decrease when going 
from HPP2 to tBuHBC2 (Figure 5). Furthermore, reduction of the HOMO electron density at the carbons 
forming biaryl linkage (either by using better electron donors as substituents or by expanding the size 
of the chromophore) is accompanied by a linear decrease in the electronic coupling (Figure 6A). In 
particular, changing the substituent in RPP2 from H to iA2N reduces the electronic couplings from 0.75 
to 0.46 eV (Figure 6B), while doubling of the chromophore size from single phenylene to fluorene (i.e., 
HPP2 vs F2) almost proportionally reduces the electronic coupling from 0.75 to 0.40 eV, and further 
expansion of the chromophore to 7 benzenoid rings in tBuHBC2 reduces the coupling to a negligible 
value of 0.09 eV (Figure 6B). 
 

http://pubs.acs.org/doi/suppl/10.1021/jacs.8b00466/suppl_file/ja8b00466_si_001.pdf
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Figure 6. (A) Correlation plot between electronic coupling (β) and HOMO population of the center carbons qC 
(green circles) forming biaryl linkage and between β and the magnitude of overlap population |Sab| (magenta 
squares) calculated at B1LYP-40/6-31G(d)+PCM(CH2Cl2). (B) Plot between β and chromophore size of biaryls 
measured in the number of benzenoid rings. 
 
The lowering of the electronic coupling (β) with increasing donor strength of the substituent and/or 
chromophore size in biaryls is translated into a reduced hole stabilization in their cation radicals (ΔEox) 
as indicated by the linear relationship between β and ΔEox (Figure S25B in Supporting Information). 
Summarizing, hole stabilization is the largest for a biaryl with the largest HOMO electron density at the 
carbons of the biaryl linkage, and it reduces as the number of atoms contributing to the HOMO 
increases in the chromophores. 
 
While molecular orbital analysis of neutral biaryls provides an important connection between 
electronic coupling and the HOMO electron density distribution in biaryls, understanding the origin of 
hole localization in tBuHBC2+• also requires consideration of structural/solvent reorganization. 
 
We have recently shown24 in a series of biaryls with varied interplanar dihedral angle (φ) that the 
mechanism of hole distribution is determined by the interplay between the electronic coupling (Hab) 
and the structural/solvent reorganization energy (λ). That is, starting from a planar biaryl, an increase 
in φ leads to a switch-over of the mechanism of hole delocalization from static delocalization, as 
indicated by a linear νabs vs cos(φ) dependence (2Hab > λ, class III) to dynamic hopping, as indicated by 
the corresponding nonlinear dependence (2Hab > λ, class II). 
 
Application of this computational analysis to the series of biaryl cation radicals considered here reveals 
that as the chromophore size (and donor strength of the substituent in biphenyl) increases, the switch-
over of the hole distribution mechanism occurs at smaller angles, due to the decreasing electronic 
coupling and increasing structural reorganization (Figure 7). The small equilibrium dihedral angles in 
RPP2+•, F2+•, and tBuTP2+• place these biaryls into a linear νabs vs cos(φ) regime, ensuring that the 
mechanism of hole delocalization is static delocalization (Figure 7). However, expanded chromophores 



in tBuHBC2+• lead to nearly nonexistent electronic coupling, with the reorganization energy being the 
largest among all biaryls (Table S10 in the Supporting Information), consistent with a dynamic hopping 
mechanism of hole distribution, even for fully planarized tBuHBC2+• (Figure 7). 
 

 
 
Figure 7. Interpolated plots of the TD-DFT [B1LYP-40/6-31G(d)+PCM(CH2Cl2)] excitation energy of various biaryl 
cation radicals (utilized in this study) against varied interplanar dihedral angles. Also see Figures S34–S40 in the 
Supporting Information for plots with actual data points. 
 
In this communication, we have shown the effect of HOMO electron density at the biaryl linkage on the 
electronic coupling and hole distribution in a series of biaryls. Importantly, the control over the amount 
of HOMO electron density can be achieved either by a simple substitution in a parent biphenyl RPP2 or 
by increasing the size of the chromophore. As the donor strength of the substituent/chromophore size 
increases, the HOMO electron density at the coupling-mediating carbons of the biaryl linkage 
decreases, leading to a smaller orbital overlap and thereby smaller interchromophoric electronic 
coupling. In this context, tBuHBC2 with expanded graphitic cores of its chromophores represents an 
extreme case where the electronic coupling nearly vanishes, consistent with a dynamic hopping 
mechanism of steady-state hole distribution. One may envision that the HBC-based wires36,37 would 
belong to the class of isoenergetic wires22,38 with length-invariant redox/optical properties and 
therefore could be a potential candidate as a wire suitable for long-range charge transfer.39−42 By 
combining the effects of the chromophore size and varied substitution, one can achieve a precise 
control over the electron density distribution in a chromophore and design novel charge-transfer 
materials with tailored redox and optoelectronic properties. 
 

http://pubs.acs.org/doi/suppl/10.1021/jacs.8b00466/suppl_file/ja8b00466_si_001.pdf
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The Supporting Information is available free of charge on the ACS Publications website at DOI: 
10.1021/jacs.8b00466. 

Synthesis, electrochemistry, electronic spectroscopy of biaryl cation radicals, transient absorption 
spectroscopy, quantitative redox titrations, density functional theory calculations, computational 
details, redox/optical properties of biaryls, frontier orbital analysis, Mulliken population analysis of 
biaryls, structural analysis of the oxidation-induced bond-length changes in biaryls, influence of the 
geometrical parameters on the electronic coupling, and Marcus–Hush two-state model of biaryls. 
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	As another model system, a molecular wire with HBCs as chromophores is roughly by a factor of 3 longer than simple poly-p-phenylene (Figure 1), yet bears similar structural properties. Indeed, HBC-based biaryl (i.e., “superbiphenyl”)18 is expected to undergo a free rotation with an equilibrium interplanar angle of ∼30°, akin to a simple biphenyl,19 as illustrated below:
	/
	Figure 1. Molecular wires with varied chromophore size.
	/
	A series of recent studies20−22 have shown that besides the geometrical requirement of a small interplanar angle, the frontier orbitals overlap, and their nodal arrangement are critically important for promoting a large electronic coupling. In this context, it thus remains unclear what impact the size of the chromophore has on the electronic structure of a chromophore and the associated electronic coupling.
	In order to probe this key issue, we undertook a detailed analysis of the electronic structure of the biaryls with varied chromophore size, i.e., simple biphenyls with varied substituents (RPP2), bifluorene (F2), bitriphenylene (tBuTP2), and HBC-based biaryl (i.e., tBuHBC2). We show that the increase of the chromophoric size reduces the interchromophoric electronic coupling and can switch the mechanism of hole distribution from static delocalization, characteristic for biphenyl cation radicals,23,24 to dynamic hopping, as evidenced by electrochemical analysis, steady-state electronic absorption spectroscopy, and density functional theory (DFT) calculations. This important realization of the structure–function relationship may prove to be important in the rational design of novel charge-transfer materials.
	Biphenyls (RPP2) with substituent R = H, isoalkyl (iA), alkoxy (AO), dialkylamino (iA2N), and bifluorene (F2) were readily available,8,9,25 while tBuTP2 and tBuHBC2 were synthesized by adaptation of standard literature procedures.26,27 All compounds were characterized by 1H/13C NMR spectroscopy and MALDI mass spectrometry. See Supporting Information for full details.
	Electrochemical analysis of RPP2 showed that with increasing donor strength of the substituent, the hole stabilization (i.e., ΔEox = Eox[biaryl] – Eox[aryl]) decreases from ΔEox = −700 mV in R = H to ΔEox = −450 mV in R = iA2N (Figure 2).
	/
	Figure 2. Hole stabilization (ΔEox) in biaryls as compared to monoaryl with varied size of the aryl chromophore.
	Interestingly, expansion of the aryl core from a single benzenoid unit in HPP2 (ΔEox = −700 mV) to two benzenoids in F2 (ΔEox = −370 mV) to three benzenoids in tBuTP2 (ΔEox = −120 mV) reduces hole stabilization by almost 0.6 V (Figure 2). To our surprise, further increasing the size of the chromophore to seven benzenoid rings, i.e., in tBuHBC2, almost completely inhibits hole stabilization (i.e., ΔEox = −10 mV)!
	Electronic absorption spectra of biaryl cation radicals show that the characteristic near-IR band, absent in the corresponding monomers (Figure S15 in the Supporting Information), shifts to lower energy (longer wavelength) in going from HPP2+• to tBuTP2+• (Figure 3A). This indicates that, while the hole is delocalized over both chromophores (i.e., Robin-Day class III),28 the electronic coupling decreases. Although a structured near-IR band is present in both tBuHBC+• and tBuHBC2+•, the spectrum of tBuHBC2+• bears no apparent additional features in comparison with that of tBuHBC+• (Figure 3B), suggesting that in tBuHBC2+• the hole resides on a single chromophore (i.e., Robin–Day class I/II), consistent with the (steady-state) dynamic hole hopping mechanism.24,28
	/
	Figure 3. (A) Electronic absorption spectra of biaryl cation radicals. See Supporting Information for details of their generation. (B) Electronic absorption spectra of tBuHBC+• and tBuHBC2+•. Isovalue plot of the spin-density distribution in tBuHBC2+• shows hole localization on one HBC unit.
	DFT calculations of the oxidation and excitation energies of the biaryl cation radicals, computed at the benchmarked25,29 (TD)-B1LYP-40/6-31G(d)+PCM(CH2Cl2) level of theory, showed a perfect agreement with the experimental data (Figure S14 in the Supporting Information). Natural population analysis30 further confirmed that in all biaryls, except tBuHBC2+•, the spin/charge and structural reorganization are delocalized over both chromophores (Figure S31 in the Supporting Information).
	Electrochemical data, together with the analysis of the steady-state spectroscopic signatures and DFT calculations, suggest that as the size of the chromophore in biaryls increases, the electronic coupling decreases. In the extreme case of tBuHBC2+•, this leads to a switch-over of the mechanism of hole distribution from static delocalization to dynamic hopping, akin to the one observed for biaryls with varied interplanar dihedral angle.24 In order to rationalize this finding, we now analyze the electronic structure of neutral and cation radicals of the biaryls with varied substitution and chromophore size in the context of Hückel molecular orbital and Marcus–Hush theories.
	Following Hückel’s method of representing molecular orbitals as a linear combination of pz orbitals in π-conjugated hydrocarbons,31 MOs in a biaryl can be represented as a linear combination of the HOMO of a single aryl (Figure 4).
	/
	Figure 4. Molecular orbital diagram of a biaryl. Size of the circle represents the amount of  electron density of HOMO at each atom as quantified by the Mulliken population analysis on the example of HPP2.
	In a simple HPP2, the HOMO electron density is shared between 12 carbons, with the largest density residing along four middle carbons (as quantified32 by a Mulliken population analysis) due to the longitudinal arrangement of the bisallylic HOMO (Figure 4). The high density at the biaryl linkage together with a relatively small interplanar dihedral angle of ∼35° result in a significant overlap between HOMOs of two aryls in HPP2 and a large electronic coupling (β = 0.75 eV) as measured by the HOMO/HOMO–1 energy gap (Figure 4).
	As the donor strength of the substituent in RPP2 increases, electron density of HOMO redistributes toward electron rich atoms of the substituent (Table S4 in the Supporting Information), thereby decreasing the HOMO density at the pair of carbons that mediate the electronic coupling through the biaryl linkage (Figure 5). A stronger effect can be achieved by increasing the size of the chromophore, where a total of two electrons per HOMO, in each case, spreads over a larger number of atoms, leading to a depleted per-atom electron density (Figure 5). Although Mulliken approximation states that electronic coupling is proportional to the orbital overlap,33−35 the magnitude of the overlap also depends on the available electron density at a given atom, and thus, reduced HOMO electron density is expected to reduce the electronic coupling.
	/
	Figure 5. Schematic illustration of the HOMOs of various biaryls. See Figures S18–S24 in the Supporting Information for actual HOMO plots.
	Mulliken population analysis of the HOMO density matrix reveals that the HOMO population at the center carbon (qC) and the magnitude of the overlap population between two monoaryl fragments (|Sab|, see section S4.4. in the Supporting Information for details) both sharply decrease when going from HPP2 to tBuHBC2 (Figure 5). Furthermore, reduction of the HOMO electron density at the carbons forming biaryl linkage (either by using better electron donors as substituents or by expanding the size of the chromophore) is accompanied by a linear decrease in the electronic coupling (Figure 6A). In particular, changing the substituent in RPP2 from H to iA2N reduces the electronic couplings from 0.75 to 0.46 eV (Figure 6B), while doubling of the chromophore size from single phenylene to fluorene (i.e., HPP2 vs F2) almost proportionally reduces the electronic coupling from 0.75 to 0.40 eV, and further expansion of the chromophore to 7 benzenoid rings in tBuHBC2 reduces the coupling to a negligible value of 0.09 eV (Figure 6B).
	/
	Figure 6. (A) Correlation plot between electronic coupling (β) and HOMO population of the center carbons qC (green circles) forming biaryl linkage and between β and the magnitude of overlap population |Sab| (magenta squares) calculated at B1LYP-40/6-31G(d)+PCM(CH2Cl2). (B) Plot between β and chromophore size of biaryls measured in the number of benzenoid rings.
	The lowering of the electronic coupling (β) with increasing donor strength of the substituent and/or chromophore size in biaryls is translated into a reduced hole stabilization in their cation radicals (ΔEox) as indicated by the linear relationship between β and ΔEox (Figure S25B in Supporting Information). Summarizing, hole stabilization is the largest for a biaryl with the largest HOMO electron density at the carbons of the biaryl linkage, and it reduces as the number of atoms contributing to the HOMO increases in the chromophores.
	While molecular orbital analysis of neutral biaryls provides an important connection between electronic coupling and the HOMO electron density distribution in biaryls, understanding the origin of hole localization in tBuHBC2+• also requires consideration of structural/solvent reorganization.
	We have recently shown24 in a series of biaryls with varied interplanar dihedral angle (φ) that the mechanism of hole distribution is determined by the interplay between the electronic coupling (Hab) and the structural/solvent reorganization energy (λ). That is, starting from a planar biaryl, an increase in φ leads to a switch-over of the mechanism of hole delocalization from static delocalization, as indicated by a linear νabs vs cos(φ) dependence (2Hab > λ, class III) to dynamic hopping, as indicated by the corresponding nonlinear dependence (2Hab > λ, class II).
	Application of this computational analysis to the series of biaryl cation radicals considered here reveals that as the chromophore size (and donor strength of the substituent in biphenyl) increases, the switch-over of the hole distribution mechanism occurs at smaller angles, due to the decreasing electronic coupling and increasing structural reorganization (Figure 7). The small equilibrium dihedral angles in RPP2+•, F2+•, and tBuTP2+• place these biaryls into a linear νabs vs cos(φ) regime, ensuring that the mechanism of hole delocalization is static delocalization (Figure 7). However, expanded chromophores in tBuHBC2+• lead to nearly nonexistent electronic coupling, with the reorganization energy being the largest among all biaryls (Table S10 in the Supporting Information), consistent with a dynamic hopping mechanism of hole distribution, even for fully planarized tBuHBC2+• (Figure 7).
	/
	Figure 7. Interpolated plots of the TD-DFT [B1LYP-40/6-31G(d)+PCM(CH2Cl2)] excitation energy of various biaryl cation radicals (utilized in this study) against varied interplanar dihedral angles. Also see Figures S34–S40 in the Supporting Information for plots with actual data points.
	In this communication, we have shown the effect of HOMO electron density at the biaryl linkage on the electronic coupling and hole distribution in a series of biaryls. Importantly, the control over the amount of HOMO electron density can be achieved either by a simple substitution in a parent biphenyl RPP2 or by increasing the size of the chromophore. As the donor strength of the substituent/chromophore size increases, the HOMO electron density at the coupling-mediating carbons of the biaryl linkage decreases, leading to a smaller orbital overlap and thereby smaller interchromophoric electronic coupling. In this context, tBuHBC2 with expanded graphitic cores of its chromophores represents an extreme case where the electronic coupling nearly vanishes, consistent with a dynamic hopping mechanism of steady-state hole distribution. One may envision that the HBC-based wires36,37 would belong to the class of isoenergetic wires22,38 with length-invariant redox/optical properties and therefore could be a potential candidate as a wire suitable for long-range charge transfer.39−42 By combining the effects of the chromophore size and varied substitution, one can achieve a precise control over the electron density distribution in a chromophore and design novel charge-transfer materials with tailored redox and optoelectronic properties.
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