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CHAPTER 1: Introduction  

1.1 Motivation  

Computed tomography (CT) is a gold standard imaging tool for numerous diagnostic and 

therapeutic tasks [1,2].  The clinical utilization of CT has been increasing and there were 

over 67 million CT scans performed in the USA in 2006 [3]. CT uses ionization radiation 

that can produce adverse health effects [4–6].  X-ray based diagnostic imaging contributes 

to more than 50% of the annual radiation dose exposure, with CT scanning being the largest 

source of radiation dose [3,7].  CT imaging provides critical information for diagnosis but 

requires several hundred times more dose than diagnostic x-ray imaging. Reducing the 

radiation dose in CT scanning has been a top priority, resulting in many research studies. 

Several techniques have been developed to reduce CT radiation dose such as automated 

exposure control [8–10], organ-based tube current modulation[11–13] and iterative 

reconstruction algorithms[14–19]. 

 The quality of medical images depends on how well the images covey the diagnostic 

information. CT images can be made less noisy by increasing the radiation dose and hence 

there is a tradeoff between image quality and radiation dose. Considering the health 

concerns of radiation dose, CT image quality should be optimized to perform the diagnostic 

task.  For clinical CT scanners, the tradeoff between image quality and dose depends on 

numerous factors such as: tube voltage setting, tube current level, detector quantum 

efficiency and spatial resolution, reconstruction kernel [20,21], reconstruction algorithm [22,23] 

and automated tube current modulation [8,24]. Image quality metrics are needed to guide and 

evaluate new hardware and software techniques for improving image quality and reducing 

dose.  
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The International Commission on Radiation Units (ICRU) suggested that image quality 

should be judged by performance of a diagnostic task, for example calcification detection 

or tumor detection [25]. However, in practice, image quality is often measured by task-

independent metrics such as noise standard deviation, contrast-to-noise ratio, and signal-

to-noise ratio.  For example, the images in  Figure 1.1-1 (a) and (b) have the same signal 

shape, noise standard deviation and signal-to-background contrast, but their detectability 

for a human visual system is different. The difference in detection is caused by the 

difference in noise texture. 

The image reconstruction method of Filtered Back Projection (FBP) has been the primary 

reconstruction method used in CT systems [25].  FBP is a linear and computationally fast 

algorithm, but has the property that the noise standard deviation is inversely proportional 

to the square root of the radiation dose [25]. For example, reducing the noise by 50% requires 

a 400% increase in dose.  Iterative reconstruction methods have recently been introduced 

commercially and are under development to improve the tradeoff between radiation dose 

and image noise [26,27].  Iterative reconstruction techniques have been shown to reduce 

image noise and reduce dose at equal or better image quality compared to FBP[18,19,26]. 

Iterative reconstruction algorithms are generally nonlinear, and therefore the resulting 

Figure 1.1-1: Images (a) and (b) have the same signal 
task, signal contrast, and noise standard deviation.  The 
images differ in noise texture 
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image quality, such as blurring or noise texture, may change based on the object 

properties[28] .  Since iterative algorithms have been shown to produce images with 

different noise texture than FBP [29]and to have spatial resolution properties that depend on 

object contrast [30], there is need for task-based image quality metrics that can quantify the 

image quality produced by iterative algorithms.  

One of the key CT scanning parameters is the x-ray tube current (mA), which controls the 

quantity of radiation dose. Tube current settings are adjusted based on patient size and 

anatomy of interest to control the tradeoff between dose and image noise. Automated 

exposure control (AEC) is an automatic algorithm to control the tube current setting.  

Traditionally, AEC algorithms were based on the relationship between radiation dose and 

noise for FBP reconstruction.  However, previous studies have shown that noise standard 

deviation alone does not represent image quality [31,32]. With the recent introduction of 

iterative reconstruction algorithms with different noise texture and spatial resolution 

properties, noise standard deviation is an insufficient metric for selecting the appropriate 

tube current setting.  As seen in Figure 1, two images with the same noise standard 

deviation but different noise texture have different perceived image quality. 
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1.2 Statement of Problem:   

Selecting the tube current is challenging when using iterative reconstruction due to the 

varying relationship between spatial resolution, contrast, noise, and dose across different 

algorithms. A metric based on noise standard deviation does not fully describe the resulting 

image quality. For example, the images in Figure 1.2-1 were acquired with the same noise 

standard deviation prescribed to a clinical AEC system and reconstructed with an iterative 

reconstruction algorithm with different strengths of regularization. Image quality is not 

equivalent when compared to the reference scan. The question explored by this dissertation 

is whether we can use a different image quality metric to select the tube current so that 

image quality is consistent across iterative reconstruction approaches. There is a need for 

image quality metrics that can be practically calibrated to quantify image quality and noise 

texture and to model the relationship between tube current and image quality for iterative 

reconstruction algorithms.    

1.3 Purpose: 

 The purpose of this dissertation was to 

1. Quantify the CT image quality of iterative reconstruction algorithms and recommend a 

candidate image quality metric for AEC design  

Figure 1.2-1: CT images acquired with a fixed noise level input to the AEC system but reconstructed using different 
reconstruction algorithm.  
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2. Design an AEC system based on chosen candidate metric of CT image quality 

The dissertation is organized into three specific aims   

1.3.1 Specific Aim 1: Experimental Evaluation of Previously Proposed Image Quality 

Metrics of CHO and EFROC 

The purpose of this study was to identify and experimentally evaluate candidate metrics 

that have been previously proposed for task-based CT image quality assessment.  This 

study quantitatively evaluated the performance of the Channelized Hotelling Observer 

(CHO) and the exponential transformation of the free-response operating characteristic 

curve (EFROC) with respect to sensitivity to changes in dose.  The effect of the number of 

images used for estimation was also investigated.  This study presented the first 

experimental comparison of EFROC and CHO model observers.   

1.3.2 Specific Aim 2: Application of Fractal Dimension Metric for Quantification of 

Noise Texture in Computed Tomography Images 

In this study, fractal dimension was validated against the previously proposed scalar metric 

of frequency of the NPS peak (NPS-peak frequency) using experimental phantom images 

reconstructed by algorithms that result in different noise textures.  Fractal dimension may 

be advantageous for noise texture quantification in clinical applications if it can be 

estimated using less image information than that of the NPS-peak frequency.  To 

investigate this potential advantage of fractal dimension, this study compared the number 

of images required for estimating fractal dimension compared to NPS-peak frequency.  The 

effect of ROI size on fractal dimension estimation was also investigated. The study 
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investigated estimating fractal dimension within an anthropomorphic phantom image and 

clinical image. 

1.3.3 Specific Aim 3: Automated Exposure Control Based on a Generalized 

Detectability Image Quality Metric 

Selecting the appropriate tube current level is challenging for iterative reconstruction 

algorithms, due to the varying relationship between noise, dose, and spatial resolution 

across different algorithms. This study proposes a task-based automated exposure control 

(AEC) method using a generalized detectability index (𝑑𝑔𝑒𝑛
′ ). The proposed method 

leverages existing AEC methods that are based on a prescribed noise standard deviation. 

The generalized 𝑑𝑔𝑒𝑛
′  metric is calculated using look-up tables of task-based modulation 

transfer function and noise power spectrum. The performance of the proposed 𝑑𝑔𝑒𝑛
′ -AEC 

method in providing a desired image quality level over a range of iterative reconstruction 

algorithms was evaluated through an observer study on phantom images.  
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CHAPTER 2: Background 

2.1 Computed Tomography Fundamentals 

Computed tomography, providing three dimensional cross sectional images of human 

anatomy, has been a vital tool for disease detection and diagnosis with a large number of 

clinical applications. The CT system consists of an x-ray source and detector that are 

mounted on the gantry, which rotates around the patient.  The X-ray source is a vacuum 

tube that contains an electron source cathode and target material anode. A large potential 

difference is applied between the anode and cathode, causing the highly energetic electrons 

to collide on the target material.  The  kinetic energy of the electrons is converted into 

electromagnetic radiation in the form x-rays and heat. This process of releasing x-ray 

radiation as the electron decelerates is called bremsstrahlung radiation. The proximity of 

the decelerating electron to the nucleus of a target atom determines the energy of the 

released bremsstrahlung photons. Hence the x-ray source produces a beam of photons with 

polyenergetic spectrum.  

The energies within the x-ray spectrum affect the penetration ability as well as the 

attenuation properties as the beam travels through materials of different density. High 

energy x-rays have more penetration but are less sensitive to changes in material density 

and composition. When an x-ray photon interacts with matter it is either absorbed 

(photoelectric absorption), scattered (Compton or Rayleigh scatter), or transmitted without 

interaction. Scattering and absorption reduce the incident photon energy and result in 

attenuation of the x-ray beam.   

During CT acquisition, the gantry is rotated, and the source and detector acquire 2D 

projection images at thousands of view angles. At each view angle the detector pixels 
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measure the x-ray flux incident on the detector after attenuation through the object. For the 

simplified case of monoenergetic photons traveling through a uniform material, the Beer-

Lambert law provides the relationship between the incident and measured intensities as  

 𝐼 =  𝐼0𝑒−𝜇𝐿 (2.1.1) 

where 𝐼0 is the x-ray intensity incident on the object, I is the measured x-ray intensity after 

transmission through the object, 𝐿 is the thickness and 𝜇 is the linear attenuation coefficient 

of the material. Objects with higher linear attenuation coefficient will attenuate more x-ray 

photons than with objects with lower attenuation coefficients. In real CT exams, the object 

is heterogenous and the x-ray beam is polyenergetic. The linear attenuation coefficient is a 

function of photon energy and the Beer-Lambert law can be written as  

 𝐼 =  ∫ 𝐼0(𝐸)𝑒− ∫ 𝜇(𝐸,𝑥) 𝑑𝑥𝑑𝐸
𝐸2

𝐸1

 (2.1.2) 

 where 𝐼0(𝐸) is the energy spectrum of incident xray beam and 𝜇(𝐸, 𝑥) is the linear attenuation 

coefficient at an energy 𝐸 and a spatial position 𝑥. 𝐸1 𝑎𝑛𝑑 𝐸2 are the minimum and maximum 

energy of spectrum. Equation 2.1.2 describes the line integral through the distribution of attenuation 

coefficient along a path of x-ray along direction 𝑥.  

The measured intensity at a given point in a projection image represents the x-ray 

attenuation properties within the patient along the ray connecting the x-ray focal spot to 

the detector pixel. From the projection data, complete three-dimension cross sectional 

information can be obtained using an image reconstruction algorithm.  

First-generation CT scanners used a pencil beam and single detector to perform one ray 

measurement at a time. A projection was acquired by translating the x-ray source and 

detector linearly across the field of view. After translation, the x-ray tube and detector were 
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rotated to acquire a projection at a different angle. The long data acquisition time of first 

generation scanners lead to the development of second generation CT scanners. Second 

generation scanners also used a translate-rotate geometry, but the pencil beam source was 

replaced by multiple pencil beams, which reduced the data acquisition duration.  Scan time 

was further reduced by third generation CT scanners, which simultaneously acquire all data 

in a single projection view using a fan or cone-shaped x-ray beam and a detector array.   

Originally, power to the gantry components were transmitted through cables.  The limited 

length of the cables required the gantry to switch between clockwise and counterclockwise 

rotations for subsequent acquisitions. This resulted in a ‘step and shoot’ acquisition 

approach in, which the patient table was incremented between gantry rotations to acquire 

different slices of the patient volume. The development of slip ring technology allowed 

gantry rotation at a constant speed, which reduced the scan time of third generations 

scanner significantly. Slip ring technology enabled the development of helical CT[33], in 

which the patient is translated continuously as the gantry rotates. Multi-row detector CT 

was introduce in 1998[34], allowing a volume of anatomy to be acquired in one gantry 

rotation.  Currently, major CT vendors offer CT scanners with 64 to 320 detector rows [34].    

Innovations in hardware and software methods increased the clinical utilization CT 

technology [35]. The clinical utilization of CT has been increasing and there were over 67 

million CT scan performed in the USA in 2006[3]. With the increase in the utilization of 

CT, efforts to reduce radiation dose have resulted in numerous hardware and software 

developments. The following sections briefly describe CT reconstruction algorithms and 

automated exposure control methods.  
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2.2 CT Image Reconstruction   

Reconstruction algorithms process the projection data at multiple view angles to create 

images representing cross-sectional slices along the longitudinal axis of the patient. Each 

cross-sectional image is like a slice of bread within a stack of slices. The element of 

reconstructed images is called the voxel. A voxel is a three-dimensional rectangular object 

defined by its in-plane dimension and slice thickness. The image value stored in each voxel 

represents average linear attenuation of the material at that location in the body.  

The algorithm used to reconstruct a CT image has direct impact on image quality and 

radiation dose. Various reconstruction algorithms have been developed, including 

analytical and iterative reconstruction methods. Filtered back projection (FBP) is an 

analytical reconstruction algorithm that is commonly used in clinical practice. The FBP 

algorithm involves two major steps: (1) the projection data are filtered, and (2) the filtered 

data are projected back into image domain. The filtering can be done in spatial or frequency 

domain. The filter is designed as a high-pass filter to remove  the low-pass blur due to the 

backprojection operation[36]. In clinical practice, different kernel shapes are used to control 

the balance between image noise and blur [37].  Smooth filters reduce noise at the cost of 

reduced spatial resolution. High frequency kernels increase the spatial resolution at the cost 

of increased noise.  The slice thickness of the reconstructed voxels affects the tradeoff 

between spatial resolution, noise and radiation dose[38–40]. FBP is a computationally fast 

algorithm, but has the property that the noise standard deviation is inversely proportional 

to the square root of the radiation dose [41]. For example, reducing the noise by 50% requires 

a 400% increase in dose. FBP assumes that the object is consistent between projection 

views and introduces artifacts when these assumptions are not met.  
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Increased computation power and increased awareness of radiation dose propelled the 

development of iterative reconstruction methods, which have improved the radiation dose 

efficiency, noise and image quality of CT images [42]. The first clinical scanner utilized an 

algebraic reconstruction technique which is based on inverting the large matrix that 

describes the linear transformation between the CT image and the line integral 

measurements [33]. Iterative reconstructions that invert the relationship between the image 

and projection data use an optimization approach to update the image iteratively until the 

modeled projection data match the measured  data to within a constraint.  Statistical 

iterative reconstruction algorithms consider the noise properties of the data and image 

acquisition process as part of  this optimization approach [26].  Another type of iterative 

reconstruction algorithm iteratively de-noises the image data, without using the projection 

data. Both kinds of statistical reconstruction algorithms, inversion algorithm or image-

based algorithms, involve operations such as adaptive and signal-dependent smoothing 

which result in nonlinear behavior of the image noise and resolution properties[43]  

2.3 Automated Exposure Control  

Automated exposure control (AEC) is a technique to select the x-ray tube current and to 

modulate the x-ray tube current in the x-y plane (angular modulation) and /or z-axis 

(longitudinal modulation) to regulate the radiation dose to provide consistent of image 

quality across varying patient size and anatomy[44]. Typical clinical CT systems use both 

angular and longitudinal modulation.  To perform AEC, a patient’s attenuation and size 

properties are determined from the scout scan which is a projection radiograph. Based on 

the attenuation properties of the patient body, tube current values are set automatically at 

each gantry position to achieve a predefined reference image quality or dose level. Thus, 
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the tube output (mAs), which is the product of tube current and exposure time, is varied 

along and around the patient body.  

Different CT manufactures use different approaches for prescribing the scan tube current. 

GE Healthcare and Toshiba Medical System use noise standard deviation [45,46] as the 

prescribed image quality descriptor while Siemens Healthineers and Philips Medical 

Systems use a reference image or reference tube current[46,47] value as input to their AEC 

algorithms.  For scanners made by GE Healthcare and Toshiba Medical Systems, the 

operator first prescribes a reference noise level or noise index, representing the desired 

noise standard deviation. The system is then calibrated for the different patient sizes to set 

the tube current values to meet the prescribed noise index. None of the existing AEC 

methods consider the noise texture, spatial resolution or task properties when selecting the 

tube current. 

2.4 CT Image Quality and Radiation Rose 

Quantifying image quality (IQ) is important for determining the radiation dose level that is 

sufficient for diagnosis. CT IQ metrics are also used for routine clinical quality control. 

Image quality and radiation dose are interdependent, and hence evaluation of IQ plays 

important role in characterizing the effectiveness of new hardware or software methods. 

This section will describe traditional image quality metrics and introduce model observers 

for image quality assessment.  

2.4.1 Traditional Objective Image Quality Metrics 

Numerous image quality metrics are routinely used to assess image quality. These image 

assessment methods, including Modulation Transfer Function (MTF), noise standard 
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deviation, Contrast-to-Noise Ratio (CNR), and Noise Power Spectrum (NPS), involve 

presenting a known input to the system and measuring the output.  

The noise standard deviation is a simple measure of image quality and is measured as the 

standard deviation of the pixel values within a Region of Interest (ROI) of a uniform object.   

While it is simple to measure, it does not account for signal contrast or the spatial 

correlations of the noise. Further, for iterative algorithms, CT noise texture is nonstationary 

which further impacts the perceived image quality. 

Contrast-to-noise ratio is a commonly-used spatial domain image quality metric. CNR is a 

task-independent measure of signal level when noise is present. CNR is measured as the 

difference between the mean pixel value within the signal and the mean pixel value of the 

background divided by the pixel noise standard deviation as shown in equation (2.4-1). 

Where 𝑥𝑠 and  𝑥𝑏𝑔 are the mean CT number of an object and background. 𝜎𝑏𝑔 is the noise 

standard deviation of the background region. This metric accounts for signal contrast; 

however it does not include the effects of spatial resolution, signal size, signal shape, and 

noise texture, which are known to affect signal detectability 

 𝐶𝑁𝑅 =  
|𝑥𝑠 − 𝑥𝑏𝑔|

𝜎𝑏𝑔
 (2.4-1) 

The metric of signal-to-noise ratio is similar to CNR, but also takes into account the size 

and shape of the object. SNR is calculated as:  

 𝑆𝑁𝑅 =  
∑ (𝑥𝑖 − 𝑥𝑏𝑔)𝑖

𝜎𝑏𝑔
 (2.4-2) 



14 
 

 

The numerator in Equation (2.4-2) describes the signal integration over the extent of the 

object. The signal at pixel 𝑖 in the image is 𝑥𝑖 − 𝑥̅𝑏𝑔. The denominator in Equation (2.4-2) 

is the standard deviation of the pixel values within a uniform region. 

Modulation transfer function (MTF) describes the spatial resolution properties of an 

imaging system.  Spatial resolution is the ability to distinguish two separate objects as they 

become smaller and closer together [48]. Spatial resolution depends on pixel size, 

reconstruction kernel and hardware properties [48,49]. In the absence of noise and if the 

imaging system is assumed to be linear and spatially invariant, a 2D axial plane image, 

𝐼(𝑥, 𝑦),  is related to the true 2D object function, 𝑓(𝑥, 𝑦), by the following 2D convolution 

equation,  

 𝐼(𝑥, 𝑦) =  ∬ 𝑓(𝑥 − 𝑥′, 𝑦 − 𝑦′)𝑃𝑆𝐹(𝑥′, 𝑦′)𝑑𝑥 𝑑𝑦 (2.4-3) 

where PSF is the point spread function. The PSF is the imaging system’s response to an 

impulse input. Thus, the PSF quantifies the amount of blurring that occurs in the imaging 

system during acquisition and reconstruction.   The Optical Transfer Function (OTF) is the 

Fourier transform of PSF, which is then used to estimate the modulation transfer function 

Figure 2.4-1: Description of 
parameters used to estimate SNR 
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(MTF). The MTF is expressed as the optical transfer function normalized by its value at 

zero-frequency:  

 𝑀𝑇𝐹(𝑢, 𝑣) =  
|𝑂𝑇𝐹(𝑢, 𝑣)|

|𝑂𝑇𝐹(0,0)|
 (2.4-4) 

The MTF curve describes the response of a system to various spatial frequencies. The MTF 

is estimated by imaging a test object that contains a range of spatial frequencies, such as a 

small wire, a high contrast edge, or a series of line pair patterns. Different noise reduction 

and fitting techniques have been developed and used to improve the estimation of the MTF 

[50,51]. For a linear, space-invariant system, the MTF curve estimated using any object 

describes a system’s spatial resolution properties. However, for nonlinear processing 

techniques, the MTF and thus the spatial resolution may depend on contrast of the object 

and the dose level. To incorporate the contrast dependent spatial resolution, the metric of 

task based MTF was introduced (𝑀𝑇𝐹𝑡𝑎𝑠𝑘)[30]. 

2.5 Noise Texture 

The noise standard deviation quantifies the magnitude of noise in an image but does not 

quantify the spatial correlation of noise or the noise texture.  For example, the images in 

Figure 1.1-1 have the same noise standard deviation but different noise textures due to 

differences in the correlations between the noise values across at neighboring pixels. The 

Noise Power Spectrum (NPS) is a Fourier-domain metric that provides information about 

the noise power at each spatial frequency [52].  The integral of the NPS equals the noise 

variance [25]. The shape of the NPS determines the contribution of each spatial frequency 

to the noise, thus describing the noise texture [32,53]. The NPS is estimated by taking the 

Fourier transform of noise regions in the images of uniform objects.  NPS is a useful 
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metric for evaluating the performance of a system in terms of noise magnitude and 

texture, however NPS does not completely describe the overall image quality of system, 

because the impact of noise texture on perceived image quality depends on the properties 

of the signal. 

2.6 Model Observers for Image Quality Assessment 

The International Commission on Radiological Units (ICRU) recommends the objective 

assessment of image quality using metrics that indicate the diagnostic performance of a 

specific task [25].  The two tasks that are relevant in medical image assessment are detection 

of a signal and estimation of a signal value.  For detection tasks, the ability of an observer 

to accurately discriminate between signal present and signal absent cases is used as an IQ 

metric or figure of merit. For some metrics, the ability of the observer to localize the signal 

is also considered. The observer is the person or algorithm that performs the task of 

discrimination or localization.  

2.6.1 Human Observer Image Quality Assessment  

One method for evaluating image quality involves trained human observers rating image 

quality, localizing suspicious regions, or performing a detection task. In the case of 

detection studies, one method is to perform a two alternative forced choice (2-AFC) where 

the observer selects the image with the signal present.  The proportion of correct responses 

is used as a figure of merit. Previous studies described the relationship between the 

proportion of correct responses and detectability [54].  Human observer studies can be time 

consuming and require an expert observer.  

2.6.2 Model Observer Image Quality Assessment 
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Model observers have been developed as a substitute for the human observer. A digital M 

× N image can be represented as a vector 𝑔 of length MN. If the diagnostic task is to classify 

image 𝑔 into one of two classes, for example. signal present (class 1) or signal absent (class 

2), then the ideal observer performs this task by calculating scalar statistics called 

likelihood ratios[55], 𝜆𝑖𝑑𝑒𝑎𝑙: 

 𝜆𝑖𝑑𝑒𝑎𝑙 =
𝑝𝑟(𝑔|1)

𝑝𝑟(𝑔|2)
 (2.6-1) 

 

Where 𝑝𝑟(𝑔|1) and 𝑝𝑟(𝑔|2)  are the probability of observing g given that it belongs to 

class 1 and 2, respectively. The test statistic, 𝜆𝑖𝑑𝑒𝑎𝑙,  can be compared to a decision 

threshold 𝜆𝑡. If 𝜆𝑖𝑑𝑒𝑎𝑙 > 𝜆𝑡 then the image is classified as signal present, otherwise, the 

image is classified as signal absent. The ideal observer requires complete information about 

the probability distribution functions for cases of signal present and absent, which are 

rarely known in practice. Hence the likelihood functions are difficult to estimate and are 

nonlinear functions of image g. 

For the task of detection, a linear model observer is an operator that transforms the input 

image data 𝑔 into a scalar test statistic 𝜆 [49], as described in the following equation, where 

W is the template of the signal to be detected.  

 𝜆 = 𝑊𝑡. 𝑔 (2.6-2) 

This operation is equivalent to a matched filtering operation, where the image is convolved 

with the signal template.   
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size of 512×512 resulting in an effective voxel size of 0.04883 cm. Each signal was 

extracted from the phantom with a region of interest (ROI) matrix size of 128×128.  Signal 

absent ROIs of 128×128 were extracted from the same images. Extracted signal and 

background images are shown in Figure 3.2-2.  

 

 

 

 

 

 

3.2.1 Channelized Hotelling Observer  

The CHO model observer was implemented according to Ref [57,62], using 30 Gabor 

channels. We investigated the use of CHO under signal-known-exactly conditions. The 

general form of a test statistic for a linear model observer is the inner product of a template 

and the image, as described in Section 2.6.2. The CHO uses a set of filter channels to reduce 

the dimensionality of the required covariance matrix and also to model the response of the 

human observer by using filters with different frequency responses.  

The vectorized test image, 𝑔, is first transformed by the filter channels:   

 𝑔𝑐 = 𝑈𝑇𝑔 (3.2-1) 

where each column of matrix 𝑈 is a vectorized filter channel.  The number of rows in 

matrix 𝑈 is equal to the number of pixels in the test image, while the number of columns 

is the number of channels.  After passing the image through the filter channels, the resulting 

Figure 3.2-2: Extracted signal present and signal absent ROIs. The displayed images are the average of eight 
hundred frames to facilitate visualization 
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output, 𝑔𝑐, is a vector of length equal to the number of channels, thus reducing the 

dimension of the data. 

The linear test statistics associated with the CHO is expressed as 

 𝜆𝐶𝐻𝑂 = 𝑊𝐶𝐻𝑂
𝑡 𝑔𝑐 (3.2-2) 

where 𝑊𝐶𝐻𝑂 is the template which is given by equation  (3.2-3), and 𝑔𝑐 is the result of 

transforming the vectorized test image, g, by the filter channels.    

 𝑊CHO  = 𝑆𝑐
−1 [𝑔̅𝑠𝑐 − 𝑔̅𝑏𝑐]     (3.2-3) 

In Equation  (3.2-3)[57], variables 𝑔̅𝑠𝑐   and  𝑔̅𝑏𝑐   are the mean filter channel outputs for signal 

present and signal absent images, respectively. 𝑆𝑐 is the intraclass channel scatter matric 

which represents the average covariance matrix for the signal present and signal absent 

images after transformation by the filter channels.  In this study, odd numbered images 

were used for training and even numbered images were used for testing purposes. Training 

Figure 3.2-3: The Gabor filter channels used to calculate CHO in this study.  Each row represents an 
orientation.  Each column represents a passband setting. 
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data were used to estimate the interclass matrix and testing data were used to calculate the 

receiver operating characteristic curve (ROC). The area under the ROC curve (AUC) was 

calculated as the figure of merit for the CHO. Channel selection is an important step in 

CHO calculation. Different choices are available such as Gabor channels [57], Laguerre-

Gauss polynomials [63,64] and Dense Difference of Gaussian functions[65,66]. Gabor filter 

channels were used as they have been shown to match the performance of human observers. 

Gabor filters are modified Gaussian functions modulated with cosine functions, which can 

be expressed as: 

 

            𝐺(𝑥,𝑦) =   𝑒𝑥𝑝[−4(𝑙𝑛2)((𝑥 − 𝑥𝑜)2 + (𝑦 − 𝑦𝑜)2)/𝑤𝑠
2]

∗ 𝑐𝑜𝑠[2𝜋𝑓𝑐((𝑥 −  𝑥𝑜)𝑐𝑜𝑠𝜃 + (𝑦 − 𝑦𝑜)𝑠𝑖𝑛𝜃) + 𝛽] 
(3.2-4) 

where 𝑤𝑠 is the channel width, 𝑓𝑐 is the central frequency, θ is the orientation and β is the 

phase factor. Six different passbands were used in this study: [1/128, 1/64], [1/64 1/32], 

[1/32, 1/16], [1/16, 1/8] and [1/8, 1/4] cycles/pixels.   

The following central frequencies were used: 3/256, 3/128, 3/64, 3/32, 3/16, and 3/8 

cycle/pixels. Five different orientations were chosen (0, 2π/5, 4π/5, 6π/5 and 8π/5) with a 

phase of zero. 

3.2.2 Exponentially Transformed Free-response Relative Operating Characteristic 

Curve (EFROC) 

The EFROC is a non-parametric model observer calculated from free-response relative 

operating characteristic curve (FROC) by exponentially mapping the infinite interval of the 

abscissa to a finite interval between zero and one [61]. The area under the exponentially 

transformed FROC, AFE, can be used as a figure of merit. To calculate AFE, we first 
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calculated true positive and false positive “scan scores.” For signal present images, the scan 

score was obtained by summing the pixel within the signal template centered over the true 

signal. Signal absent scan scores were calculated by cross-correlating signal absent images 

with a series of shifted signal templates. Signal-absent scan scores above a threshold were 

identified as false signal scan scores. In this study the threshold for selecting false signal 

was chosen as 60% of true signal scan score. AFE was then calculated as 

 𝐴𝐹𝐸 =  
1

𝐼
∑ 𝑒

−
1
𝑁

∑ 𝐻(𝑌𝑗−𝑋𝑖)
𝑗
𝑗=1

𝐼

𝑖=1

 (3.2-5) 

where 𝑋𝑖 is the scan score of I true signals present, 𝑌𝑗 is the scan score of J false signals 

retrieved from N signal-absent image ROIs, and H(k) is Heaviside equation equal to 1 if 

k>0; ½ if k = 0; and 0 if k <0. The variance for AFE estimates were calculated based on 

equation provided in Popescu, et al. [61]  

The same extracted ROIs were used to calculate EFROC and CHO metrics. The number 

of images used for calculations was kept the same during initial analysis. In further 

analysis, we decreased the number of images used for calculating each figure of merit and 

identified the point where AUC and AFE values changed by less than 5%.  

Both the CHO AUC and AFE values were plotted with respect to the dose levels and the 

number of images required for stable detectability. 

3.2.3 Sensitivity Calculation 

The sensitivity of a figure of merit to a change in imaging conditions, for example two 

different dose levels or reconstruction parameters, can be expressed as follows       
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 𝛿 =  
|𝐴1 − 𝐴2|

√𝜎1
2 + 𝜎2

2
 (3.2-6) 

 where A1 and A2 are the model observer figures of merit for two different imaging 

scenarios and σ1 and σ2 are their respective standard deviations. Because the AFE metric 

performs a signal search, it is expected to be more sensitive to image changes than the CHO 

metric that assumes the known the signal location. In this study, the sensitivity of the AFE 

was calculated as the dose was changed from 25 mAs to 40 mAs, 90 mAs to 100 mAs, and 

225 mAs to 254 mAs.  The sensitivity of CHO was also calculated as a reference. 

3.3 Results 

Figure 3.3-1  and Figure 3.3-2 plot the CHO AUC and EFROC AFE values, respectively, 

as a function of dose levels. The CHO AUC represents the probability of correct detection. 

The AFE represents probability that a true signal has a score greater than the maximum false 

signal. Both model observers demonstrated increased detectability with increased dose 

Figure 3.3-1: CHO AUC at different dose levels and across different tasks 
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level. The range of detectability is different for the two observers. The CHO AUC has an 

operating range of 0.5 to 1 while AFE uses the full operating range from 0 to 1. Less 

separation between tasks is observed using the AUC CHO metric compared to AFE. The 

AFE showed larger differences in detectability between tasks and across dose levels.   

Figure 3.3-3 shows the output AUC and AFE metrics estimated from different numbers 

of images.  The plots also show the number of images required for both model observers 

Figure 3.3-2: AFE at different dose level and across different tasks 
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Figure 3.3-3: Number of images require to attain stable detectability index. The AFE required two times fewer images 
to attain stable detectability compared to AUC 



28 
 

 

to attain stable detectability, where stable is defined as the area under the curve changing 

by less than 5% for each task. The AFE required two times fewer images in order to attain 

stable detectability. AFE achieved a stable detectability with 200 images compared to 400 images  

for CHO. 

The sensitivity of CHO AUC and EFROC AFE to changes in dose is shown in Figure 3.3-4.  

The results demonstrate the increased sensitivity of the AFE metric. 

3.4 Discussion 

This study evaluated the EFROC model observer based on the number of images required 

to attain stable detectability and investigated the sensitivity to changes in dose, with CHO 

serving as a reference. The CHO is estimated parametrically while the AFE is estimated 

non-parameterically. Our results showed that the EFROC required half the number of 

images to attain stable detectability compared to CHO. The sensitivity analysis 

demonstrated that the EFROC is more sensitive to changes in dose than the CHO, thereby 

quantifying the increased sensitivity that is obtained when the signal location is assumed 

to be unknown. The results in this study are valid for the specific CHO implementation 

 

Figure 3.3-4: Sensitivity of the AUC and AFE metrics to changes in dose 

 

 

 

 

Figure 3.3-5 
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used in this work and are expected to change with different CHO parameters, for example 

the addition of internal noise.  The CHO observer has been validated against human 

observers for specific internal noise settings.  Future work is required to validate the AFE 

metric against human observers. 

3.5 Conclusion 

The EFROC model observer, which assumes unknown signal location, was investigated 

using experimental CT data. The number of images required to estimate the non-

parameteric AFE metric was calculated for varying tasks and found to be less than the 

number of images required for parametric CHO estimation.  The AFE metric was found to 

be more sensitive to changes in dose than the CHO metric, which may be useful for 

investigating and optimizing CT imaging methods.  Future work is required to validate the 

AFE metric against human observers. 
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CHAPTER 4:  

Application of Fractal Dimension Metric for Quantification of Noise Texture in the 

Computed Tomography Images 

4.1 Introduction 

In the Aim 1, we experimentally evaluated candidate metrics that have been previously 

proposed for quantifying detectability. Another important aspect of image quality is noise 

texture. The noise in a CT image can be described by both its magnitude and texture.  

Noise standard deviation is a simple scalar metric used to measure the noise magnitude in 

the image. However, noise standard deviation does not fully describe the noise properties. 

Images with the same noise standard deviation may have different noise textures that 

affect image quality[32,53]. Nonlinear iterative reconstruction methods have been shown to 

produce different noise textures compared to images reconstructed by filtered 

backprojection (FBP) [30,67]. Considering the noise texture as an important aspect of 

image quality for iterative reconstruction algorithm it will be important to investigate the 

metric that can quantify noise texture so that we can include in the AEC system design.  

Noise texture is determined by the correlation of intensity between neighboring pixels and 

is affected by the reconstruction kernel used in filtered backprojection and also by iterative 

reconstruction methods[32,53]. The Noise Power Spectrum (NPS) is a Fourier-domain metric 

that provides information about the noise power at each spatial frequency.  The integral of 

the NPS equals the noise variance[25,68] . The shape of the NPS determines the contribution 

of each spatial frequency to the noise, thus describing the noise texture. NPS with higher 

concentration in the lower spatial frequencies results in noise with a coarse appearance, 



31 
 

 

while NPS concentration in the higher frequency range results in a grainier noise 

texture[31,32,52].   

Reliable metrics for quantifying noise texture may be useful for comparing and optimizing 

image reconstruction approaches.  While the NPS describes noise texture, it requires 

numerous image realizations and is a multi-dimensional quantity. Scalar metrics of noise 

texture that can be estimated using fewer images and a smaller ROI may be useful for 

comparing reconstruction algorithms and tuning algorithm parameters. By assuming radial 

symmetry, the NPS has been represented as a one-dimensional curve used for analyzing 

texture information[31]. The frequency at which the peak of the 1D NPS curve occurs has 

been used as a scalar descriptor of noise texture information for matching reconstruction 

kernels across venders[29]. An advantage of the NPS-peak frequency as a noise texture 

metric is that it is an absolute metric in units of spatial frequency. However, finding the 

peak frequency of the NPS requires numerous images to first estimate the NPS. Because 

NPS requires numerous image realizations for estimation, it is typically calculated in a 

uniform test phantom for which many regions of interest (ROIs) are available.  However, 

iterative reconstruction approaches may exhibit nonlinear behavior, such that image quality 

may vary locally depending on image structure.  A scalar metric of noise texture that can 

be calculated within a single, small region of interest (ROI) may make it possible to 

evaluate noise texture within uniform regions of clinical images.  

The purpose of this study was to investigate fractal dimension as a scalar metric of noise 

texture. Previous studies applied fractal dimension as a feature for tissue classification tasks 

such as carcinoma detection [69] and bone growth assessment [1] . A previous study 

demonstrated the challenges of estimating the fractal dimension of a texture from a discrete 
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image[70] .  The estimated fractal dimension was found to vary with the sampling and 

quantization of the image and the box sizes (scales) used for estimation. While the accuracy 

of the absolute value of fractal dimension was found to depend on the estimation 

conditions, the estimated fractal dimension varied monotonically with true fractal 

dimension.  The results of this previous study suggest that fractal dimension may be a 

useful relative metric for comparing the noise texture of different reconstruction 

approaches.  Thus, the purpose of our study was to evaluate the ability of fractal dimension 

to quantify differences in noise texture between different reconstruction approaches.  

In this study, fractal dimension was validated against the previously proposed scalar metric 

of frequency of the NPS peak (NPS-peak frequency)[32] using experimental phantom 

images reconstructed by algorithms that result in different noise textures.  Fractal 

dimension may be advantageous for noise texture quantification in clinical applications if 

it can be estimated using less image information than that of the NPS-peak frequency.  To 

investigate this potential advantage of fractal dimension, this study compared the number 

of images required for the estimation of fractal dimension compared to NPS-peak 

frequency.  The effect of ROI size and pixel size on fractal dimension estimation was also 

investigated. The feasibility of estimating fractal dimension within an anthropomorphic 

phantom image and a clinical image was also investigated by comparing the resulting 

fractal dimension to that estimated using a uniform phantom.   

4.2  Materials and Methods 

4.2.1 Fractal Dimension Calculation                                                                                                                                                                                                                                                               

 Fractals are complex patterns that exhibit self-similarity, meaning that the pattern is 
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composed of repeating structures that are similar across different scales.  For a bounded 

set, A, in Euclidean space, the fractal dimension, 𝐷, is defined as  

 𝐷 =
log (𝑁𝑟)

log (
1
𝑟)

, (4.2-1) 

where r is a scaling factor and 𝑁𝑟 is the number of distinct copies of A, scaled by 𝑟, needed 

to completely cover the set A.  The fractal dimension (𝐷) can be calculated for fractals with 

deterministic self-similarity. For objects with statistical self-similarity, numerous 

algorithms have been proposed to estimate the fractal dimension.  Fractal dimension has 

been shown to correlate well with the perceived visual roughness of a surface, with 𝐷=2 

corresponding to a smooth surface and 𝐷=3 corresponding to maximum roughness, where 

roughness is a subjective descriptor of the irregularity and variation in a surface.  In CT 

imaging, the noise texture may be coarse (i.e., less rough) or fine (i.e., more rough) 

depending on the reconstruction method.    

Variations of the differential box counting (DBC) algorithm have been used to estimate 

fractal dimension for gray scale images[71–73]. The basic idea of these algorithms is to 

consider the gray scale image as a three-dimensional surface and to estimate the number of 

boxes needed to represent the surface for different box sizes, where the number of boxes 

and box size are related to 𝑁𝑟 and 𝑟 in Eq.(4.2-1), respectively.  This paper used the 

modified differential box counting algorithm proposed by Liu et. al.,[74] , which is briefly 

described here. Details of the full algorithm can be found in[74] . Assume a gray scale image 

of size 𝑀 × 𝑀 pixels with 𝐺 total gray levels. To estimate fractal dimension, the given 

 𝑀 × 𝑀 image is partitioned into nonoverlapping square regions of size 𝑠 × 𝑠, where 𝑠 is 

an integer.  The partition size 𝑠, is related to the scaling factor,  𝑟 in Eq.(4.2-1), by 
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 𝑠′ = 𝐺𝑟 (4.2-2) 

For each scaling factor  𝑟, the intensity y of the gray-levels is also discretized into units of 

 𝑠′, Using this process, the three-dimensional surface represented by the gray scale image 

is partitioned into boxes of size 𝑠 × 𝑠 × 𝑠′.   For each scaling factor 𝑟, 𝑁𝑟 is estimated as 

the total number of boxes needed to cover this three-dimensional surface using the 

algorithm presented in [74].  The algorithm presented in[74] includes a shifting step along 

the intensity direction to reduce quantization errors.  The algorithm also includes a one-

pixel shift of the 2D grid of boxes in the image plane to avoid undercounting in the 

presence of edges.  For a deterministic fractal, the relationship between log (𝑁𝑟) and 

log(1
𝑟⁄ ) is linear, with fractal dimension defined as the slope, as in Eq. (4.2-1).  After 

performing the differential box counting algorithm, the fractal dimension of an image is 

estimated as the slope of the best fit line relating the estimated  log (𝑁𝑟)  to the 

investigated scale factors, log(1
𝑟⁄ ), as determined by linear regression.  An important 

parameter in the box counting algorithm is range of box sizes used to estimate fractal 

dimension.  We performed a study to identify a robust range of box sizes, as will be 

described in Section 4.2.4.  Fractal dimension was calculated in regions of interest (ROIs) 

of varying sizes as will be described in Section 4.2.7.  Throughout our investigation, the 

standard deviation of an estimated fractal dimension value was estimated as the standard 

deviation of fractal dimension estimates obtained from multiple sets of ROIs.    

4.2.2 Noise Power Spectrum and Correlation with Fractal Dimension  

The NPS-peak frequency was previously suggested as a scalar metric of noise texture[32].  

In this work, the correlation between fractal dimension and NPS-peak frequency was 
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4.2.4  Selection of Box Sizes for Fractal Dimension Estimation 

The box sizes used to estimate fractal dimension in discrete images can affect the 

estimated value[70].   A previous study highlighted the importance of selecting a robust set 

of box sizes for estimating fractal dimension and the importance of keeping the 

quantization and range of box sizes constant across different conditions for which fractal 

dimension will be compared[70].  While there is no standard rule for choosing the box 

sizes, previous studies suggest excluding very small and large boxes where only one box 

is covering the grayscale intensity[72,77].  

Increasing the maximum box size increases the number of data points that are available 

for estimating the slope of the relationship in Eq. (4.2-1), potentially improving the 

accuracy and robustness of the fractal dimension estimate.  However, larger box sizes 

may not be appropriate for estimating the fractal dimension of a texture texture[70,72].  A 

smaller maximum box size would enable estimating fractal dimension within smaller 

ROIs, which would be beneficial for quantifying texture in clinical images.   

We performed a study to identify the smallest range of box sizes that provided robust 

fractal dimension estimation for the reconstructed CT images. The box counting 

algorithm was performed on 300 ROIs of size 256 x 256 pixels for images reconstructed 

with ASIR 0% and the Edge kernel (grainiest noise texture) and ASIR 100% with the 

Soft kernel (smoothest noise texture).  Fractal dimension was estimated with box sizes of 

𝑠 = 2𝑖, with 𝑖 representing consecutive integers between 1 and 𝑖𝑚𝑎𝑥.  To determine a 

robust range of box sizes, 𝑖𝑚𝑎𝑥 was varied between 2 and 7.   𝐹𝐷𝑗  refers to the fractal 

dimension estimated with 𝑖𝑚𝑎𝑥=𝑗.   The final value of 𝑖𝑚𝑎𝑥 was selected as the one for 
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which fractal dimension changed by less than 3% when the additional larger box size was 

used for estimation (i.e., 𝐹𝐷𝑗/𝐹𝐷𝑗−1 > 0.97) for both reconstruction approaches.   

4.2.5 The Effect of Noise Magnitude on Fractal Dimension 

A quantitative metric of noise texture should ideally be independent of the noise 

magnitude.  To test the hypothesis that fractal dimension is independent of noise 

magnitude, the fractal dimension was calculated for images reconstructed with filtered 

backprojection with the Soft, Standard, Detail, Chest, Lung, Bone and Edge kernels at 25 

mAs and 90 mAs. Although noise texture can change with dose for nonlinear 

reconstruction algorithms and/or at extreme dose levels, the experimental conditions in this 

study were selected to result in equivalent noise texture for the ACR phantom and filtered 

backprojection reconstruction. For each dose level, fractal dimension was estimated and 

averaged from 300, 128 × 128 pixel ROIs.   

4.2.6 The Effect of Number of Images on Fractal Dimension Calculation 

Fractal dimension will have potential advantages as a noise texture metric if it can be 

calculated from a small number of images relative to the number required to reliably 

calculate the reference metric of NPS-peak frequency. To investigate the relationship 

between the noise texture metrics and number of image realizations, the fractal dimension 

and the NPS-peak were estimated using the methods described in Sections 4.2.1 and 4.2.2 

with the number of ROI’s used for estimation varying from 1 to 300.  In this study, the ROI 

size was fixed at 128 x 128 pixels.  To improve the robustness of NPS-peak frequency 

estimation from 50 or fewer ROIs, the 1D NPS curves were filtered with a 9-point Gaussian 

kernel prior identification of the NPS peak.  
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4.2.7 Effect of ROI Size on Fractal Dimension  

Variability in the local 𝑁𝑃𝑆 has been observed depending on the estimation parameters 

such as ROI size and number of ROIs[76]. For 𝑁𝑃𝑆, increasing the ROI size increases the 

spatial frequency resolution of the 𝑁𝑃𝑆, however fewer ROIs may be available for 𝑁𝑃𝑆  

calculation, which can lead to errors. For fractal dimension, increasing the ROI size 

increases the number of scale factors, r, that are considered, thereby providing more data 

points for estimating the slope of the linear relationship in Eq. (4.2-1), as was investigated 

in the study described in Section 4.2.4. Larger ROI sizes also provide more boxes at each 

scale, thereby reducing uncertainty in the box counts. To estimate the effect of ROI size 

on fractal dimension, ROIs of sizes: 64×64, 128×128 and 256×256 pixels were extracted 

from the uniform test phantom images and fractal dimension was estimated from the 300 

ROIs of each size. For the 128×128 and 256×256 ROIs, fractal dimension was calculated 

with 𝑖𝑚𝑎𝑥=6, based on the analysis described in Section 4.2.4.  For the smaller ROI size 

of 64 x 64, the maximum box size was limited to half of the ROI size to ensure the 

division of the ROI into a minimum of four boxes (𝑖𝑚𝑎𝑥=5).  

4.2.8 Effect of Pixel Size on Fractal Dimension 

The reconstructed field of view (FOV) changes the effective pixel size when the number 

of pixels is kept constant. In the absence of noise aliasing effects, changing the pixel size 

should not alter the noise texture. The noise texture may change for larger pixel sizes 

where aliasing occurs.  We investigated whether fractal dimension was affected by pixel 

size for a case with negligible noise aliasing.  Images of the ACR phantom were 

reconstructed using ASIR 0% (Standard kernel) and FOV of 20 cm and 30 cm, 

corresponding to pixel sizes of 0.39 mm x 0.39 mm and 0.59 mm x 0.59 mm, 
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respectively.  At 20 cm FOV with the Standard kernel, the noise power was zero for 

frequencies greater than 0.86 lp/mm.  Therefore, both investigated pixel sizes meet the 

Nyquist criteria to avoid noise aliasing.  Fractal dimension and peak-NPS frequency were 

estimated using 300, 128 x 128 pixel ROIs and compared for the two different pixel size 

settings. For both cases, fractal dimension was estimated using box sizes of 2i, with 𝑖 

ranging from two to six.  

4.2.9 Investigation of Fractal Dimension Estimation in an Anthropomorphic 

Phantom and Clinical Image 

A noise texture metric that can be calculated in a single, small ROI would potentially enable 

quantifying noise texture within clinical images. To investigate the feasibility of 

quantifying noise texture in an anthropomorphic phantom and clinical image, we tested the 

agreement between the fractal dimension estimated in a uniform region of an 

anthropomorphic phantom and clinical image to the reference fractal dimension estimated 

in the uniform test phantom.  An anthropomorphic CT phantom (CTU-41, Kyoto Kagaku) 

was scanned at 90 mAs on a clinical scanner (Discovery CT750, GE Healthcare).  To 

produce images with varying noise texture, the phantom images were reconstructed using 

the reconstruction methods listed in Table 1. Fractal dimension was also estimated on a 

clinical head CT image acquired at 120 kV and 285 mA (Discovery CT750, GE 

Healthcare). The phantom and clinical head images used in this study are shown in Figure 

4.2-1.  
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The clinical data was reconstructed using pixel size and slice thickness listed in Table 1, 

and with the Standard and Bone kernels with ASIR 0%, ASIR 50% and ASIR 100%.  For 

both the anthropomorphic phantom and clinical image, fractal dimension was estimated in 

four 64 x 64 ROIs and a 128 x 128 pixel ROI extracted from a uniform region in the brain 

area as shown in  Figure 4.2-1.  Fractal dimension values estimated in the anthropomorphic 

phantom and clinical images were compared to the fractal dimension estimated in the 

uniform ACR phantom.  For filtered backprojection, which is a linear algorithm, we expect 

similar fractal dimension values when estimated using the ACR phantom or a uniform 

region of an anthropomorphic image.  Therefore, this experiment will validate the fractal 

dimension values estimated within the uniform region of an anthropomorphic phantom and 

clinical image. Once validated for filtered backprojection, the fractal dimension estimates 

within the anthropomorphic phantom can be used to investigate changes in noise texture 

Figure 4.2-1: (a) Clinical and (b) phantom head image.  The 
extracted 128 x 128 pixel ROIs that were used for fractal 
dimension estimation are also shown. 
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due to local structure when using nonlinear iterative reconstruction approaches. 

4.3 Results 

4.3.1 Selection of Box Sizes for Fractal Dimension Estimation 

Figure 4.3-1 (a) and (b) plot the fractal dimension calculated using different ranges of 

box sizes  (s = 2𝑖) for the Edge kernel with ASIR 0% and the Soft kernel with ASIR 

100%.  Increasing the maximum box size increases the number of data points that are 

available for estimating the slope of the relationship in Eq. (4.2-1).  The results in Figure 

4.3-1 demonstrate an increase in the estimated fractal dimension with increasing range of 

box sizes for both reconstruction methods.  The estimation of fractal dimension became 

more stable as the range of box sizes increased.  A maximum box size of 64 (𝑖=6) was 

selected for subsequent studies, as the change in fractal dimension was less than 3% 

when this box size was added to the range used for estimation.    

 

 

 

Figure 4.3-1: Fractal dimension calculated at varying ranges of box sizes for images reconstructed by (a) Edge kernel 
ASIR 0% and (b) Soft kernel ASIR 100%.  
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4.3.3 Correlation Between Fractal Dimension and NPS Peak Frequency 

The NPS-peak frequency for all investigated reconstruction methods are plotted in Figure 

4.3-5. The NPS-peak frequency decreased with increasing ASIR percentage.  Figure 

4.3-4 plots the fractal dimension against the NPS-peak frequency, demonstrating a 

nonlinear correlation between the two noise texture metrics. The Spearman rank-order 

correlation coefficient between the two metrics was 0.98 (p< 0.001), 0.95 (p<0.001), 0.93 

Figure 4.3-4: NPS-peak frequency for different kernels reconstructed using ASIR 0%, ASIR 
50% and ASIR 100%. Error bars represent the standard deviation in NPS-peak frequency 
values estimated using multiple sets of ROIs 

Figure 4.3-5: Fractal dimension plotted against the NPS-peak frequency for ASIR 0% , ASIR 50% and 
ASIR 100% demonstrating a positive, monotonic relationship between the two metrics. 
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4.3.5 The Effect of Number of Images on Fractal Dimension Calculation  

The variation in the fractal dimension and NPS-peak frequency values with respect to the 

number of ROIs used for estimation is plotted in Figure 4.3-7 (a) and  (b) for filtered 

backprojection reconstruction with Standard kernels and for the two levels of ASIR 

reconstruction. Similar results were obtained for the other investigated reconstruction 

approaches. The fractal dimension varied by less than 2% as the number of ROIs 

decreased from 300 to one.  With the applied Gaussian smoothing of the 1D NPS curves, 

20 or more ROIs were required to estimate the peak-NPS frequency with less than 4% 

error.  The standard deviation of both the fractal dimension and NPS-peak frequency 

estimates increased with increasing ASIR percentage.  

4.3.6 Effect of ROI size on Fractal Dimension Calculation 

Figure 4.3-8 (a) plots the fractal dimension estimated from different ROI sizes for ASIR 

0%, ASIR 50% and ASIR 100% reconstructed with the Standard kernel. As expected 

based on the results of the box size study in Section 4.3.1, fractal dimension was not 

reliably estimated for ROI sizes less than 128 x 128, due to the limited number of box 

sizes available for estimating the linear relationship in Eq. (4.2-1).   However, smaller 

Figure 4.3-7: a) Variation in the fractal dimension with number of ROIs used for estimation for Standard kernel 
reconstructed for ASIR 0%, ASIR 50% and ASIR 100%. The error bar represents the standard deviation of fractal 
dimension for certain number of images. (b) Variation in the NPS-peak frequency with number of ROIs used for 
estimation for Standard kernel. 
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ROI sizes would be beneficial for estimating noise texture in clinical images.  In the case 

of the 128 x 128 pixel ROI, the largest box size used is 64 x 64 pixels.  Therefore, we 

also investigated using four 64 x 64 pixel ROIs to estimate fractal dimension, where the 

four 64×64 ROIs were combined to form a larger 128×128 ROI. Figure 4.3-8 plots the 

fractal dimension calculated from different sized ROIs, where four 64×64 ROIs were 

combined to form a larger ROI, demonstrating that fractal dimension can be reliably 

estimated by combining four 64x64 pixel ROIs.  The results suggest that fractal 

dimension for representing noise texture can be estimated from four 64×64 pixel ROIs or 

one 128×128 pixel ROI. 

 

 

 

 

 

Figure 4.3-8: (a) Fractal dimension for different ROI size using single ROI plotted for three reconstruction approaches. (b) Plotted 
fractal dimension for different ROI size for three reconstruction approaches. Four 64×64 ROIs combined to form large ROI in (b) 
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4.3.7 Effect of Pixel Size on Fractal Dimension  

Figure 4.3-9 (a) and (b) displays the ROIs extracted from ACR phantom reconstructed at 

FOV of 20 cm and 30 cm, respectively. Both fractal dimension and NPS-peak frequency 

increased by 4% when the pixel size increased, which is within the range of fractal 

dimension and NPS-peak frequency error.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3-9: ROIs extracted from ACR phantom reconstructed 
at (a) 20 cm FOV (0.39 mm x 0.39 mm pixel size) and (b) 30 cm 
FOV (0.59 x 0.59 mm pixels size). For each ROI the top label 
shows the fractal dimension and bottom label shows the NPS-
peak frequency (lp/mm). 
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4.3.8 Example Application: Noise Texture Estimation in an Anthropomorphic 

Phantom and Clinical Head CT image 

Figure 4.3-10 plots the fractal dimension estimated from a 128 x 128 pixel ROI in the 

uniform region of the brain in an anthropomorphic phantom and clinical head CT image, 

along with the fractal dimension estimated from a 128 x 128 region of the ACR phantom, 

for different reconstruction kernels and ASIR percentages. For the filtered backprojection 

Figure 4.3-10: Fractal dimension calculated from the uniform ACR phantom and 
uniform ROIs extracted from the brain region of an anthropomorphic phantom 
and clinical head CT image for varying reconstruction kernels at (a) ASIR 0%, (b) 
ASIR 50%, and (c) ASIR 100%.  The clinical head CT image was reconstructed 
using only the standard and bone kernels. 
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reconstruction (ASIR 0%) and ASIR 50%, the fractal dimension estimated in the 

anthropomorphic phantom and clinical image were equivalent to that estimated in the 

uniform phantom.  For ASIR 100%, the fractal dimension was slightly higher when 

estimated in the clinical image and anthropomorphic phantom for the higher-frequency 

kernels, such as the Bone kernel as shown in Figure 4.3-10 (c), although this change is 

within the expected uncertainty of the fractal dimension estimation.   Figure 4.3-11  

displays the fractal dimension estimated at three different 128 x 128 ROI’s within the 

brain region, where two of the ROIs contain primarily uniform background and the third 

ROI contains anatomical structure. The estimated fractal dimension remained constant 

(2.51 and 2.52) for the two uniform ROIs located in different brain regions.  As expected, 

the fractal dimension was sensitive to anatomical structure, resulting in an estimated 

fractal dimension of 2.36. This result demonstrates the importance of selecting a uniform 

region of the image that is dominated by noise. Fractal dimension was also estimated 

using four 64 x 64 ROIs within different uniform regions of the brain that were combined 

to form a larger ROI.  The resulting fractal dimension was 2.52, which agreed with the 

Figure 4.3-3: Fractal dimension 
estimated at four different location in 
the brain on clinical images. 
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fractal dimension estimated from the 128 x 128 ROI.   

4.4 Discussion 

This study demonstrated the application of fractal dimension as a scalar metric for 

quantifying noise texture across different reconstruction kernels and levels of ASIR 

reconstruction. The results demonstrated that fractal dimension was strongly correlated to 

the previously-proposed scalar metric of NPS-peak frequency, with a Spearman rank-order 

correlation coefficient of 0.98 (p< 0.001), 0.95 (p<0.001), 0.93 (p<0.001) for ASIR 0%, 

ASIR 50% and ASIR 100% respectively. The correlation between fractal dimension and 

peak frequency is valid for the specific iterative reconstruction algorithms evaluated in this 

study and further investigation is needed for generalization to other nonlinear 

reconstruction algorithms.  The fractal dimension was underestimated for images 

reconstructed with ASIR 100% and high-frequency kernels, causing the reduction in 

Spearman correlation coefficient for ASIR 100%.  This underestimation of fractal 

dimension appears to be caused by the increase in outlier noise intensities in these cases, 

which may be due to the combination of the noise amplification by the high-frequency 

noise kernels and the nonlinear response of the iterative algorithm.  The modified 

differential box counting algorithm used in this study is one approach for estimating fractal 

dimension.  Other estimation algorithms have been found to be less sensitive to outliers 

and may be beneficial to investigate for noise texture quantification in future studies[78].  

Despite the underestimation of fractal dimension for the combination of high-frequency 

kernels and ASIR 100% reconstruction, fractal dimension represented the trend in grainer 

noise texture for higher-frequency kernels and a fixed ASIR percentage, while also 

representing the trend of smoother noise texture for a fixed kernel and increasing ASIR 
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percentage.  

The estimation of fractal dimension was found to be sensitive to artifacts and non-noise 

variations in the image, such as strong anatomical structure as shown in the Figure 4.3-11.  

Therefore, for fractal dimension to quantify noise texture, the ROI must be carefully 

selected such that noise is the dominating source of variation. As seen in Figure 4.3-4, 

although fractal dimension exhibited a monotonic correlation to NPS-peak frequency, the 

relationship between the two variables was nonlinear. The nonlinear relationship between 

fractal dimension and NPS-peak frequency plotted in Figure 4.3-4 demonstrates that fractal 

dimension is more sensitive to changes in texture in smoother images, while NPS-peak 

frequency is more sensitive to changes in texture in grainier images. The fractal dimension 

metric could be transformed to linearly correlate with the peak-NPS frequency.  However, 

additional investigation and human observer studies are needed to understand the how well 

these metrics represent the perception of noise texture by the human visual system.  

As a scalar quantity, fractal dimension does not provide information about the orientation 

of the noise texture and would not be appropriate for quantifying directional noise 

correlations.  This is a general limitation of scalar noise texture metrics.  Estimating one-

dimensional fractal dimension along different orientations may provide a method for 

quantifying texture orientation and would be an interesting area of future work. 

As in previous studies[70], the fractal dimension values estimated in this study varied when 

the range of box sizes used for estimation was small (𝑖𝑚𝑎𝑥 <6). This result demonstrates 

the importance of using a constant range of box sizes when comparing different noise 

textures.  This study determined that fractal dimension can be estimated from four ROIs of 
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size 64 x 64 pixels, suggesting that fractal dimension may be suitable for evaluating noise 

texture in the clinical setting where estimation is limited by the available number and size 

of uniform regions.  In this study, the feasibility of estimating fractal dimension in an 

anthropomorphic phantom and clinical head CT was demonstrated. For filtered 

backprojection reconstruction, the fractal dimension was equivalent when estimated from 

the uniform ACR phantom and the uniform region of the brain.  This result is expected 

because filtered backprojection is a linear operation that is independent of the object.  The 

results in Section 4.3.8 demonstrate a slight increase in fractal dimension for ASIR100% 

when estimated in the anthropomorphic phantom and clinical image compared to the 

uniform phantom for the higher-frequency reconstruction kernels.  Fractal dimension was 

consistent across different ROIs in the uniform region of the clinical head CT image. 

However, anatomical structure in the ROIs can change the estimated fractal dimension as 

shown in top ROI in Figure 4.3-11 hence, careful selection of ROIs will be required to 

reliably estimate fractal dimension. A limitation of this study is that only a single head CT 

image was used to demonstrate feasibility of calculating fractal dimension in clinical 

images.  Additional studies with a larger number of images are needed. 

The ability to quantify noise texture using fewer images and within a single region of a 

clinical image may have several applications. Fractal dimension could be used to compare 

and match the noise texture of different reconstruction approaches. Fractal dimension could 

also be used to investigate the effect of nearby object structure on the noise texture for 

nonlinear reconstruction algorithms. Fractal dimension could potentially be incorporated 

within iterative reconstruction approaches to optimize, constrain, or match the noise texture 

to a reference value. 
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4.5  Conclusion 

Fractal dimension was investigated as a scalar metric of noise texture for images 

reconstructed with varying reconstruction kernels and iterative reconstruction strengths.  

Fractal dimension correlated with the frequency of the peak of the 1D NPS curve and was 

independent of noise magnitude, suggesting that the scalar metric of fractal dimension can 

be used to quantify the change in noise texture across reconstruction approaches. The 

results demonstrated that fractal dimension can be estimated from a single ROI of size 128 

× 128 pixels or four ROIs of size 64×64 pixels.  The fractal dimension estimated within a 

uniform region of a clinical image was equivalent to that estimated from the uniform 

phantom for filtered backprojection reconstruction.  The results suggest that fractal 

dimension may be beneficial and practical for quantifying noise texture within 

anthropomorphic phantom and clinical images. 
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CHAPTER 5:  

Automated Exposure Control Based on a Generalized Image Quality Metric 

5.1 Introduction  

Candidate metrics of CHO and EFROC were evaluated in the AIM 1. CHO is routinely 

used to assess image quality and has been shown to match the human observer performance 

for specific task using internal noise setting. However, CHO calculation requires numerous 

images to obtain reliable estimate of covariance matrix. CHO is known to change with 

parameter selections such as filter channel and ROI size [60]. EFROC required fewer images 

for estimations compared to CHO and demonstrated higher sensitivity to changes in 

radiation dose. Both CHO and EFROC quantify the detectability of a low contrast object 

that is difficult to detect by the human visual system. CHO and EFROC have an upper 

bound of one once the task object is detected with certainty. These metrics do not provide 

meaningful information regarding overall image quality for high contrast objects or for 

visual or quantitative estimation tasks. For these reasons, and based on the results of Aim 

1, CHO and EFROC were not selected for further development into an AEC algorithm.    

Fractal dimension was demonstrated in Aim 2 to be a metric of noise texture that may be 

useful for tuning and comparing reconstruction algorithms.  However, our goal is to 

develop an AEC method that incorporates additional image quality factors such as noise 

magnitude and spatial resolution while considering the imaging task. Therefore this Aim 

develops a task-based AEC method based on a generalized version of the detectability 

index, d’[79].  Although named ‘detectability index’, d’ [80]is not a measure of detection 

performance, but is instead a task-based SNR metric.  Thus, the d’ [81]metric has no upper 
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bound and quantifies image quality for both high and low contrast tasks, even beyond the 

point of detectability. The d’ detectability index considers spatial resolution, noise 

magnitude, noise texture and task properties [82]. 

 CT manufacturers use different approaches for prescribing the scan tube current. Some 

manufacturers use noise index or noise standard deviation [45,46] as the prescribed image 

quality descriptor, while others use a reference image or reference tube current [46,47] as 

input to the AEC algorithm.  In noise-descriptor-based AEC systems, the operator inputs 

the desired noise level, and the system is then calibrated for different patient sizes to select 

the tube current to meet the prescribed level of image quality.   

Noise-based AEC systems were initially designed for filtered backprojection 

reconstruction, which is a linear reconstruction algorithm and for which noise standard 

deviation is inversely proportional to the square root of the radiation dose. However, this 

relationship is not necessarily valid when images are reconstructed using iterative 

reconstruction algorithms [28,83,84].  Selecting the tube current when using iterative 

reconstruction may be challenging due to the varying relationship between noise, dose, and 

task across different iterative algorithms.  

The purpose of this study was to investigate the application of a generalized detectability 

index (𝑑𝑔𝑒𝑛
′ ) to automatically select the tube current for CT imaging. The generalized 

detectability index is an image quality metric that considers spatial resolution, noise 

magnitude, noise texture and task properties. In the proposed approach, a desired 𝑑𝑔𝑒𝑛
′  

value is selected by the user based on a reference noise level.  The required tube current to 

achieve this image quality level is then identified.  In this work, the proposed 𝑑𝑔𝑒𝑛
′ -AEC 
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method was implemented by leveraging the noise-standard-deviation based AEC that is 

available on some scanners, by using a lookup table of conversion factors that can be 

calculated by scanning the ACR phantom.  The ability of the proposed 𝑑𝑔𝑒𝑛
′ -AEC method 

to provide a desired image quality level over a range of iterative reconstruction algorithms 

was evaluated through an observer study on phantom images and compared to a noise-

standard-deviation based AEC method.  Correlation between observer score and 

prescribed 𝑑𝑔𝑒𝑛
′  level was also investigated. 

5.2 Materials and Methods 

5.2.1 Generalized Detectability Index and Proposed 𝒅𝒈𝒆𝒏
′ -AEC Method 

The d’ detectability index is a task-based image quality metric that combines the contrast-

dependent spatial resolution, noise properties and an analytical representation of the task 

to be detected  into a single figure of merit [81,85]. The d’ detectability index is expressed as  

 𝑑′2 =  
(∬ 𝑊𝑡𝑎𝑠𝑘

2 (𝑢, 𝑣)𝑀𝑇𝐹𝑡𝑎𝑠𝑘
2 (𝑢, 𝑣)  𝑑𝑢 𝑑𝑣)2

∬ 𝑊𝑡𝑎𝑠𝑘
2 (𝑢, 𝑣)𝑀𝑇𝐹𝑡𝑎𝑠𝑘

2 (𝑢, 𝑣) 𝑁𝑃𝑆(𝑢, 𝑣)𝑑𝑢 𝑑𝑣
 (5.2-1) 

 

where 𝑊𝑡𝑎𝑠𝑘 represents the frequency content of the signal, 𝑀𝑇𝐹𝑡𝑎𝑠𝑘 represents how 

frequency content is transferred through the imaging system for a contrast level, and NPS 

represents the noise variance across spatial frequencies.  

If the NPS is normalized by its integral across frequency, the NPS can be written as a 

product of the normalized NPS, 𝑛𝑁𝑃𝑆, and noise variance, thereby separating noise 

magnitude from noise texture. With this modification, the expression for 𝑑′ in Equation 

(5.2-1) can be rewritten as 
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 𝑑′ 2 =  
(∬ 𝑊𝑡𝑎𝑠𝑘

2 (𝑢, 𝑣)𝑀𝑇𝐹𝑡𝑎𝑠𝑘
2 (𝑢, 𝑣)𝑑𝑢 𝑑𝑣)2

𝜎2 ∬ 𝑊𝑡𝑎𝑠𝑘
2 (𝑢, 𝑣)𝑀𝑇𝐹𝑡𝑎𝑠𝑘

2 (𝑢, 𝑣) 𝑛𝑁𝑃𝑆(𝑢, 𝑣)𝑑𝑢 𝑑𝑣
    (5.2-2) 

 

𝑊𝑡𝑎𝑠𝑘 is independent of radiation dose, but changes with the shape and contrast of the 

object of interest.  𝑀𝑇𝐹𝑡𝑎𝑠𝑘 and 𝑛𝑁𝑃𝑆 are generally independent of dose for filtered 

backprojection reconstruction, except at very low dose, for which electronic noise 

correction may be employed.  For iterative reconstruction algorithms, the amount of 

blurring may vary with the dose/noise level.  Previous work reported the behavior of 𝑛𝑁𝑃𝑆 

and  𝑀𝑇𝐹𝑡𝑎𝑠𝑘 across a range of dose levels for the reference reconstruction algorithm and 

four strengths of iterative reconstruction used in this study [79].  Equation (5.2-2) can be 

written as: 

 𝑑′𝑔𝑒𝑛
2 =  

𝐾2

𝜎2
       (5.2-3) 

 

 𝐾2 =  
(∬ 𝑊𝑡𝑎𝑠𝑘

2 (𝑢, 𝑣)𝑀𝑇𝐹𝑡𝑎𝑠𝑘
2 (𝑢, 𝑣)𝑑𝑢 𝑑𝑣)

2

∬ 𝑊𝑡𝑎𝑠𝑘
2 (𝑢, 𝑣)𝑀𝑇𝐹𝑡𝑎𝑠𝑘

2 (𝑢, 𝑣) 𝑛𝑁𝑃𝑆(𝑢, 𝑣)𝑑𝑢 𝑑𝑣
 (5.2-4) 
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where 𝑑𝑔𝑒𝑛
′  is the generalized metric that we propose to represent overall image quality 

and K is a scalar conversion factor that depends on the reconstruction method and task 

object that is selected to represent image quality for a protocol. Using Equation (5.2-3) we 

can convert between noise standard deviation and the generalized detectability index for a 

specific reconstruction algorithm.  This formulation enables identifying the noise standard 

deviation needed to produce a specific 𝑑𝑔𝑒𝑛
′  value for a specific reconstruction algorithm 

using a precomputed look-up table of K scaling factors.  Existing noise-based AEC 

methods can then be used to select the tube current to provide this level of noise standard 

deviation. 

Figure 5.2-1 presents a flow chart of the proposed 𝑑𝑔𝑒𝑛
′ -AEC method for the case in which 

a reference protocol with acceptable IQ is available for a reference reconstruction 

algorithm.  The objective of the 𝑑𝑔𝑒𝑛
′ -AEC system is to identify the tube current for an IR 

algorithm to provide equivalent 𝑑𝑔𝑒𝑛
′  to the reference image. The method first requires that 

a task object be identified to represent the image quality needs of the particular protocol.  

For example, for protocols that require low-contrast detectability, such as a liver lesion 

Figure 5.2-1: Flow chart of the proposed 𝑑𝑔𝑒𝑛
′ -AEC method 
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evaluation, a disk-shaped object with radius of one to two centimeters with low contrast 

could be selected to represent the image feature whose visualization should drive the tube 

current selection.  For high-contrast detectability tasks, such as coronary CT angiography, 

a disk object with 1-2mm diameter and high contrast could be selected to represent the 

image feature that should drive tube current selection.  The proposed 𝑑𝑔𝑒𝑛
′ -AEC method 

requires a look-up table of K factors for the reference reconstruction algorithm and the 

desired IR algorithm.  The generation of these K factor look-up tables will be described in 

Section 5.2.2.  As illustrated in Figure 5.2-1, the proposed 𝑑𝑔𝑒𝑛
′ -AEC method consists of 

the following steps. 

1.  Identify the noise standard deviation of the reference image, 𝜎𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 and a task 

object to represent the protocol 

2. Calculate the 𝑑𝑔𝑒𝑛
′  of the reference image using the K lookup table for the reference 

reconstruction algorithm and task object 

 𝑑𝑔𝑒𝑛_𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
′ =  

𝐾𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑡𝑎𝑠𝑘

𝜎𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
 (5.2-5) 

 

3. Calculate the standard deviation, 𝜎𝐼𝑅,  required of the IR algorithm to meet this 𝑑𝑔𝑒𝑛
′  

level, using the K lookup table for the IR algorithm. 

 𝜎𝐼𝑅 =  
𝐾𝐼𝑅_𝑡𝑎𝑠𝑘

𝑑𝑔𝑒𝑛_𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
′  (5.2-6) 
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The expression in Equation 5 and 6 can be combined to relate the standard deviation of 

the iterative reconstruction 𝜎𝐼𝑅 to the standard deviation of the reference image at the 

same 𝑑𝑔𝑒𝑛
′  level 

 𝜎𝐼𝑅 =  
𝐾𝐼𝑅_𝑡𝑎𝑠𝑘

𝐾𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒_𝑡𝑎𝑠𝑘
𝜎𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (5.2-7) 

4. Input the desired standard deviation of the IR, 𝜎𝐼𝑅, algorithm into noise-based AEC 

system, which will select the required tube current. 

As can be seen in Equation (5.2-7), the proposed method calculates the noise standard 

deviation of the IR algorithm required to meet the desired 𝑑𝑔𝑒𝑛
′  image quality level by 

scaling the reference standard deviation. Iterative reconstruction algorithms may alter the 

perceived image quality by changing the noise texture and/or spatial resolution of the 

image. The proposed method is designed to adjust the standard deviation of the IR image 

to compensate for the changes in noise texture and spatial resolution to maintain the 

reference level of image quality.  

5.2.2 Generation of K-factor Look-Up Tables 

The proposed 𝑑𝑔𝑒𝑛
′ -AEC method requires look up tables of the K scaling factors defined in 

Equation (5.2-4), which depend on  𝑊𝑡𝑎𝑠𝑘, and  𝑀𝑇𝐹𝑡𝑎𝑠𝑘  and 𝑛𝑁𝑃𝑆 for each investigated 

reconstruction algorithm.    

In this study, 𝑀𝑇𝐹𝑡𝑎𝑠𝑘  and 𝑛𝑁𝑃𝑆 were estimated for each investigated reconstruction 

algorithm using images of the ACR CT phantom.  The ACR phantom was scanned without 

tube current modulation on a clinical scanner (Revolution CT, GE Healthcare) at 120kV 

and with the tube-current-time product varied from 20 mAs to 160 mAs in steps of 20 mAs. 
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𝑛𝑁𝑃𝑆 and 𝑀𝑇𝐹𝑡𝑎𝑠𝑘  at lower dose levels.  However, the K factors were relatively 

constant across a wide range of dose values.  Therefore, for each reconstruction 

algorithm, the average K-factor across the measured dose values was used as the final 

look-up table for subsequent evaluation.      

 

 

Figure 5.2-3: 𝑀𝑇𝐹𝑡𝑎𝑠𝑘 plotted for a range of dose levels for images reconstructed using (a) reference reconstruction 
algorithm, (b) IR 1, (c) IR 2, (d) IR 3, and (e) IR 4. 

Figure 5.2-4: (a) K factors for the 25 mm acrylic task plotted across the range of dose levels for each reconstruction 
method. (b) K factors for a representative 5 mm bone task plotted across the range of dose levels for each 
reconstruction data. 
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of constant K-factors at low dose is the cause of the discrepancy between the prescribed 

𝑑𝑔𝑒𝑛
′  and measured 𝑑′ at low doses ( Figure 5.2-4) , which was greater for the ACR 

phantom with elliptical shell.  The 𝑑𝑔𝑒𝑛
′ -AEC method could be improved in the future by 

creating separate K-factor look up tables for low-dose ranges that would need to depend 

on the level of dose reaching the detector and may change with object size.  

The evaluation of the 𝑑𝑔𝑒𝑛
′ -AEC method in this study used the 120 HU, 25-mm acrylic 

disk as the representative task object for driving tube current selection.  The human 

observer study used an anthropomorphic phantom where the lesions had a lower level of 

contrast to the liver background (25 HU).  For these low-contrast liver lesions, the results 

of the 𝑑𝑔𝑒𝑛
′ -AEC method could potentially be improved by using a lower-contrast task to 

calculate the K-factors.  The size of the task object can be altered by changing the 

analytical function 𝑊𝑡𝑎𝑠𝑘.  However, calculating the 𝑀𝑇𝐹𝑡𝑎𝑠𝑘 for a lower-contrast object 

requires calibration scans at this contrast level.  Our goal was to develop a task-based 

AEC method that is practical to calibrate.  The results of this study suggest that the 𝑑𝑔𝑒𝑛
′ -

AEC method can provide image quality comparable to the reference scan without 

requiring exact knowledge of the imaging task.   

This study presents a very preliminary feasibility study of the proposed 𝑑𝑔𝑒𝑛
′ -AEC 

method.  Quantitative results and conclusions are limited to the algorithms and phantoms 

that were evaluated.  Future work is needed to further investigate the performance of the 

𝑑𝑔𝑒𝑛
′ -AEC method for additional imaging tasks and algorithms. 
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5.5 Conclusions 

This study investigated a novel AEC method, based on a generalized detectability index, 

whose purpose is to select the tube current to provide more consistent image quality across 

image reconstruction approaches. The proposed method can be implemented on CT 

scanners with noise-based AEC by using a look up table of scaling factors to calculate the 

noise standard deviation needed for an iterative algorithm to meet a reference detectability 

index.  The results of the phantom study provide preliminary evidence that the proposed 

𝑑𝑔𝑒𝑛
′ -AEC can produce consistent image quality across different iterative reconstruction 

approaches, with reduced dose compared to the reference scan. 
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CHAPTER 6: Summery and Future Work 

The overall objective of this dissertation was to develop a task-based AEC method to 

select the tube current to provide more consistent image quality across different 

reconstruction approaches.  This objective was met by evaluating existing image quality 

metrics in Aim 1, developing a novel noise texture metric in Aim 2, and developing and 

validating the proposed AEC method in Aim 3.  

In Aim 1 we performed a study to evaluate the performance of the Exponential 

Transformation of the Free-Response Operating Characteristic Curve (EFROC) model 

observer with respect to sensitivity to changes in dose and reconstruction algorithm. This 

study was the first experimental evaluation of the EFROC metric. The Channelized 

Hotelling Observer (CHO) was also quantified as a reference, because CHO is routinely 

used to assess image quality and has been shown to match the human observer 

performance However, CHO calculation requires numerous images to obtain reliable 

estimate of the covariance matrix. EFROC required fewer images compared to CHO and 

demonstrated higher sensitivity to changes in radiation dose. Both CHO and EFROC 

quantify the detectability of a low contrast object that is difficult to detect by the human 

visual system. These metrics do not provide meaningful information regarding overall 

image quality for high contrast objects or for visual or quantitative estimation tasks. For 

these reasons, and based on the results of Aim 1, CHO and EFROC were not selected for 

further development into an AEC algorithm. 

Future work is required to validate the EFROC AFE metric against human observers. The 

MITA low contrast phantom used in the Aim 1 study contains four elements with 

different diameters and contrast levels. Therefore, the effects of task size and contrast 
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were confounded in this study. It would be interesting in future work to develop a 

phantom with elements that have the same contrast level but different diameters, so that 

the effect of task size on detectability can be quantified.  

In Aim 2, fractal dimension was proposed as a scalar metric of noise texture and validated 

against the previously proposed scalar metric of frequency of the NPS peak (NPS-peak 

frequency) using experimental phantom images reconstructed by algorithms that result in 

different noise textures. Fractal dimension correlated with the NPS-peak frequency and 

was independent of noise magnitude, suggesting that the scalar metric of fractal dimension 

can be used to quantify the change in noise texture across reconstruction approaches. A 

limitation of this study is that only a single head CT image was used to demonstrate 

feasibility of calculating fractal dimension in clinical images.  Additional studies with a 

larger number of images are needed to further evaluate the performance of this metric.  

Future work could also perform human observer studies to understand the how well fractal 

dimension quantifies the perception of noise texture by the human visual system. 

Combining fractal dimension with other metrics, such those quantifying as noise 

magnitude and spatial resolution, to create an overall image quality metric would be 

interesting future work.  

Aim 3 proposed and evaluated a novel AEC method based on a generalized detectability 

index . The proposed method can be used with existing noise-based AEC systems to 

select the tube current setting for iterative reconstruction algorithms. The results provide 

preliminary evidence that the proposed 𝑑𝑔𝑒𝑛
′ -AEC can produce similar image quality 

across different iterative reconstruction approaches, while reducing the dose compared to 

the reference, FBP-type image.. 
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