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ABSTRACT 

DIRECT AND NON-INVASIVE MONITORING OF BATTERY INTERNAL STATE 

VIA NOVEL GMI-IDT MAGNETIC SENSOR 

 

 

Akila Khatun, B.Sc., M. Sc. 

Marquette University, 2021 

 

 

Efficient battery management systems (BMSs) in rechargeable battery-based 

systems require precise measurements of various battery parameters including state of 

charge (SOC), state of health (SOH) and charge capacity. Presently, SOC, charge 

capacity and SOH can only be indirectly inferred from long-term measurement of 

current, open circuit voltage (OCV), and temperature using multiple sensors. These 

techniques can only give an approximation of SOC and often require knowledge of the 

recent battery history to prevent excessive inaccuracy. 

To improve the performance of the BMS, an alternative method of monitoring the 

internal state of Li-ion batteries is presented here. Theoretical analysis of Li-ion batteries 

has indicated that the concentration of active lithium ions in the cathode is directly related 

to the magnetic susceptibility of the electrode materials. While charging/discharging, due 

to the change in the oxidation and/or spin state of metal atoms, the magnetic moment in 

the cathode varies. This indicates the potential for directly probing the internal state of 

the Li-ion batteries during charging/discharging by monitoring the changes in magnetic 

susceptibility via an appropriately designed magnetic sensor.  

In this research, a highly sensitive micromagnetic sensor design is investigated 

consisting of a single interdigital transducer (IDT) shunt-loaded with a magnetically 

sensitive Giant Magnetoimpedance (GMI) microwire. This design takes advantage of the 

coupling of the impedance characteristics of the GMI microwire to the IDT transduction 

process. The initial GMI-IDT sensor design is further developed and modified to 

maximize sensitivity and linearity. The sensor can detect magnetic field in the range of 

900 nT and minute changes less than 1 µT when operated at or near its peak sensitivity. 

In addition, an appropriate procedure for preconditioning the GMI wire is developed to 

achieve sensor repeatability. Furthermore, using the identified optimum geometry of the 

experimental setup, the proposed sensor is implemented in monitoring the internal state 

of two types of Li-ion cells used in electric vehicles (EVs). The initial characterization 

results confirm that the GMI-IDT sensor can be used to directly monitor the charge 

capacity of the investigated Li-ion batteries. Other possible applications also include 

energy storage for renewable energy sources, and portable electronic device.
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1. INTRODUCTION 

 

 

1.1 General Background 

Energy conversion and storage units play an important role in almost all 

electronic systems and devices. Electrochemical energy storage systems, specifically 

rechargeable batteries are attracting attention since they can be used as secondary energy 

storage systems in various ways. They can be used or discharged essentially like a 

primary battery but recharged after use instead of being discarded, thus saving costs. In 

contrast to a primary battery, they can also be used as an energy-storage device 

electrically connected to and charged through a primary energy source, releasing this 

energy to the load on demand. Although compared to primary batteries, rechargeable 

batteries have lower power densities, they attract growing interest in portable electronic 

devices such as laptops, mobile phones, iPods, digital cameras, tablets, toys, etc. as well 

as in motorized vehicles such as hybrid or fully electric cars, airplanes, electric bicycles, 

electric motorcycles, etc. 

Commonly used rechargeable batteries are lead-acid, nickel-cadmium (NiCd), 

nickel-metal hydride (NiMH), lithium-ion (Li-ion), etc. Among them, the Li-ion battery 

is a promising power source due to its high capacity, high specific energy density, wide 

operating temperature range, high unit cell voltage, relatively fast charging time, lower 

self-discharge rate, longer life span, etc. [1]   . Moreover, with the continuous 

development of novel electrode materials, separator, and electrolyte performance, the 

manufacturing process has made Li-ion batteries more adaptable in various fields and the 

demand for Li-ion batteries has increased massively. Specifically, for some applications 
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such as the automotive industry, electric vehicle (EV), aircraft systems, industrial truck, 

etc. Li-ion batteries outperform other types of secondary batteries. Essential requirements 

for these applications are high energy density to provide an adequate driving range, low 

initial and operating cost, and long-life cycle to keep the cost and frequency of battery 

replacement low. However, developing techniques to cost-effectively monitor, manage, 

and predict important performance measures of rechargeable batteries remains a key 

technical challenge, which usually demands an appropriately designed battery 

management system (BMS).  

 

 

 

Figure 1.1: Major functions of a BMS  

 

 

A BMS is an embedded system that uses a combination of hardware and software 

components to enable the proper use of battery systems in specific applications [2]   . The 

major functions of BMS are to monitor and regulate different parameters of charging and 

Functions 
of BMS

Measure battery 
voltage, current and 

temperature

Store battery history 
to chip for future 

diagnosis

Detect Errors, 
maintain cell 
temperature

Control battery output,  
deep discharging (turn ON) 

/overcharging (turn OFF)
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discharging of batteries as shown in Fig 1.1. [2]   , [3]   . The battery characteristics to be 

monitored includes the detection of unsafe operating conditions and communicate with 

the operator; detection of the section where failures occur and isolate the failing 

components from the rest of the battery pack.  Moreover, coordination between the load 

and power sources are crucial, to ensure that the battery pack will not be overcharged or 

over-discharged. In addition to this, the BMS also ensures that the battery is kept within 

its designed operating temperature range to prevent damage from excessive heating, 

while continuously monitoring the remaining charge capacity, the battery state of charge 

(SOC) and state of health (SOH) [3]   , [4]   . Conventional low-cost rechargeable 

batteries have few protective features, thus a lack of flexibility, reliability, and protection. 

In contrast, a properly designed BMS can provide all the safety features required for the 

application of any sophisticated battery-based system, where information about the 

available power and estimation of the remaining charge are important issues [3]   . Such 

applications include hybrid electric vehicles (HEV), battery electric vehicles (BEVs), 

plug-in hybrid electric vehicle (PHEV), energy storage for renewable energy sources, and 

consumer portable electronics, etc. where many difficult and precise requirements are 

imposed on the battery cells. As a result, the above requirements demand an advanced 

BMS. Performance measures that must be monitored in BMS include the state of charge 

(SOC), state of health (SOH), and charge capacity, which are commonly obtained by 

measuring battery variables such as battery voltage, current, and temperature [5]   . 

SOC is defined as the level of charge of a battery, which is expressed as a 

percentage of its present maximum charge capacity.  Generally, the value of the SOC 

varies between 0% and 100%. If a battery is fully charged, then the cell is said to be at its 
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100% SOC level, whereas a completely discharged cell indicates a SOC of 0%. When a 

cell starts aging, the maximum charge capacity starts decreasing. For example, a 100% 

SOC for an aged cell would be equivalent to 75% - 80% of a new cell [5]   . Battery 

charge capacity is a measure of the charge stored by the battery and is typically expressed 

in Amp-hour or Ah. It represents the maximum amount of energy that can be extracted 

from the battery under a specified charge/discharge current. Similar to the fuel gauge 

sensor used in conventional vehicles, battery charge capacity indicates the remaining 

energy left in the battery. Therefore, knowledge of the accurate charge capacity and SOC 

of the battery is very important because it allows estimating the remaining range 

(traveling distance) of an EV from the available charge capacity of the battery. However, 

it is important to recall again that the available charge capacity is a function of the battery 

age. Thus, knowing the current charge capacity gives the user an indication of how long a 

battery will continue to perform before it needs to be recharged. In addition, to deliver 

and accept charging without the risk of over-discharge or overcharge of the cell it is 

important to keep the batteries in a specified SOC range [5]   , [6]   .  

SOH, on the other hand, is a relative measure that indicates the general condition 

of a battery and its ability to deliver the specified performance compared to the fresh 

battery. It is a measure of the long-term capability of the battery and reflects how much 

charge capacity of the battery has been lost and how much is left. The purpose of 

measuring SOH is similar to the automotive odometer display, which indicates the 

number of miles traveled since the vehicle was new [7]   . Although there is no specific 

definition for SOH during the lifetime of a battery, the performance or “health” will be 

likely to decline slowly due to irreversible physical and chemical changes during usage, 
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and with time the battery will become unusable or dead. Any parameters which change 

significantly with age, such as loss of rated capacity or increased temperature rise during 

operation or change in internal battery resistance could be an indication of a change in 

SOH [7]   . SOH represents the long-term capability of the battery whereas SOC 

describes its short-term capability. However, it is possible to extract SOH by long term 

recording of SOC parameters, specifically, voltage, current, and temperature, for the 

number of charge/discharge cycles completed by the battery, and by estimating the 

magnitude of the deviation from the new to present situation [1]   , [2]   .  

Generally, a BMS for rechargeable batteries is incorporated with a model that 

considers the factors that can be used to infer SOC and SOH performance. Typical input 

parameters to the model include voltage, current, and temperature data, which are 

obtained from the respective sensors. These data are stored on a chip and can be 

downloaded and processed when required [5]   . There are different techniques for data 

acquisition and processing of battery internal state parameters, which will be discussed in 

the following section. Compared to other types of rechargeable batteries, Li-ion batteries 

have been accepted and widely implemented in electronic products and are considered 

the main power source for electric vehicles [3]   . In terms of energy density, power 

capability, lifetime, and cost for the PHEV and EV applications, the Li-ion battery 

technology is dominant over other types of battery technologies. An estimated price of 

less than $250 per kWh battery level is predicted for Li-ion batteries, which reduce the 

cost of energy in automotive applications dramatically [3]   . However, one major 

drawback of Li-ion batteries is that they are very sensitive to overcharging and deep 

discharging, which can lead to accelerated aging of the battery or even serious defects 
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including battery fires [1]   . To overcome these challenges, the Li-ion battery requires a 

special protection circuit that maintains the voltage and current within safe limits. 

Furthermore, the difficulty in accurately measuring SOC is always a major issue in 

improving the BMS for Li-ion battery-based systems. The most common widely used 

approach to SOC measurement is voltage based SOC measurement of a Li-ion battery 

during charging and discharging. They are easy to use and fast in computation, but the 

accuracy of the method highly relies on the performance of the sensors (voltage, current, 

and temperature) used in the measurements [6]   . Due to the lack of a sensor which can 

measure the electrochemical phenomena inside the cell, this method may have a large 

error due to uncertainties and disturbances in sensor measurements. Moreover, the flat 

discharge voltage curve of Li-manganese, Li-iron-phosphate, and NMC batteries makes 

the voltage method impractical [1]   , [2]   . 

 

 

 

Figure 1.2: Sample voltage profiles for Li ion batteries [6]    
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Fig 1.2 shows the flat voltage profile of the two most common types of LiFePO4 

batteries: commercial LiFePO4 battery by the manufacturer A123 and pure LiFePO4 

battery, at different discharging rates [6]   . Note that the middle part of the profile is very 

flat, which makes SOC estimation based on the measured voltage inaccurate. For 

example, for the A123 1.1 Ah battery at 18A discharge rate, the change in voltage for a 

change in capacity from 0.1 Ah to 0.9 Ah is very small, which leads to a chance of 

inaccurate SOC estimation [6]   . There are several advanced techniques used to estimate 

the SOC. Also, research is ongoing to improve SOC measurement techniques. Some of 

these techniques will be discussed in the next section.  

1.2 Review of State-of-the-Art Monitoring Techniques of Li-ion Batteries 

From the previous section, it is obvious that the BMS plays a major role in 

implementing and using rechargeable batteries in various applications. The main purpose 

of the BMS is to monitor the safety, reliability, and charge capacity of the battery 

typically by measuring SOC and SOH. Present measuring techniques of SOC and SOH 

are mostly non-invasive and involve an indirect approach based on estimation theory [2]   

. However, direct measurement of internal physical parameters is also explored using 

different sensor technologies [18]   , [22]   . In this section, a review of battery internal 

state monitoring techniques will be given. Depending on the technology, three types of 

battery internal state monitoring procedures will be reviewed, specifically, estimation 

technique, physical technique, and direct technique. 

1.2.1 Estimation Technique 

The estimation technique is an indirect way to estimate battery SOC by measuring 

battery variables such as time-varying voltage and the charging/discharging current. SOC 
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estimation using this technique has drawn the attention of many researchers and there 

have been various SOC and SOH estimation methods as shown in Fig.1.3 [8]   . 

 

 

 

Figure 1.3: Various SOC estimation methods [8]    

 

 

The existing SOC estimation methods are divided into three types: data-driven 

method, adaptive method, and hybrid methods [7]   . The data-driven method can be 

divided into two categories: model-based method and direct measurement. Model-based 

methods utilize a battery model with advanced algorithms to estimate the states of a 

battery from its measured parameters. The measured parameters such as voltage, current, 

and temperature are used as input in either the electrical or electrochemical model to 

calculate the output or SOC [9]   , [10]   . Both models used in this approach have serious 

drawbacks. The model parameters can only be valid for new batteries, as any 
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practical. These models are used to a limited extent in the online estimation and control 

framework [8]   .  

The direct measurement approach generally are three types: coulomb counting 

method (CCM), open-circuit voltage (OCV) method, and impedance method. The CCM 

is performed by measuring the charge and discharge current time integral to obtain an 

estimated SOC value. A disadvantage of CCM is that the initial SOC value needs to be 

known. If the initial SOC value is inaccurate, it will lead to errors in the entire estimation 

process [11]   . Also, the measurement of battery current from the current sensor output 

usually contains measurement errors and measurement noise that led to inaccuracy in 

estimation. In the OCV method, the cell voltage is continuously measured and SOC is 

estimated from the OCV curve by either a direct OCV curve inversion method or a cell-

model based method [12]   , [13]   . One major drawback of the OCV method is that the 

battery needs a long resting time to reach equilibrium and to arrive at OCV. As a result, 

this method is not applicable in a real-time manner. Moreover, the fact that the OCV 

characteristics are different among cells could lead to inaccurate SOC measurements and 

it becomes less accurate if a battery has a relatively flat OCV-SOC curve such as that of 

commercial LiFePO4 batteries [8]   . Another type of direct measurement is the 

impedance method where the impedance spectrum of a battery can be computed by 

applying sinusoidal excitation at different excitation frequencies and analyzing the 

corresponding change in voltage and current, which is associated with the underlying 

electrochemical changes in the battery [14]   . This estimation method is not suitable for 

inconsistently charged batteries; the batteries require identical charging conditions with a 
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constant current. Moreover, this method is highly sensitive to temperature and thus can 

only be used in the high-frequency range. 

The adaptive method considers the self-designing effects such as chemical factors 

and provides an improved solution for SOC estimation with non-linear estimation theory, 

which can automatically adjust to time-varying systems [15]   . The technique is a 

combination of a model-based approach and direct measurement. There are several 

adaptive methods for SOC estimation techniques that have been developed including the 

use of Extended Kalman filter (EKF), fuzzy logic, neural network, etc. The most widely 

used adaptive filter technique is the EKF and it is proven to be verifiable through real-

time state estimation [15]   . However, the accuracy and performance of this method 

highly depend on sensor precision, prior knowledge of the model, measurement noise 

covariance, and initial conditions. Moreover, numerical instabilities can occur due to 

complex matrix operations and linearization inaccuracy, and this makes the model harder 

to implement on hardware [8]   . The fuzzy logic based SOC estimation method has 

potential for some portable devices where battery characteristics are static.  However, the 

computational cost in this approach is very high and the model cannot consider the 

change in battery parameters over battery lifetime, thus leading to insufficient estimation 

accuracy [16]   . The adaptive method based on a neural network approach has potential 

for small-scale operations but for large systems such as electric vehicles, it needs more 

neurons to increase model accuracy. Also, the network needs to be trained before use and 

it can be accurate for the new battery but not for an aged battery. Online training requires 

high computational effort, which brings various potential problems such as overfitting 

[17]   .  
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The hybrid method permits a globally optimal estimation performance as it 

benefits from the advantages of each of the data driven and adaptive SOC estimation 

methods. In the extended Kalman filter (EKF) approach, a multiscale framework is 

proposed to estimate SOC and capacity [18]   . The EKF method is easy to implement 

and considers the non-linear battery characteristics, which increase the accuracy of the 

model compared to other methods. Plett et al. developed and presented a complete model 

using the EKF method that provides a quantitative estimate of battery internal state [18]   

, [19]   . EKF method achieves higher accuracy and efficiency than dual/joint EKF 

because the data used in the model are based on a valid cell dynamic model employing a 

hybrid of CCM and adaptive filtering technique. 

1.2.2 Physical Technique  

There are few physical techniques under investigation to monitor the internal state 

of the battery using various types of sensors including cell bulk force measurement, cell 

swelling measurement using strain or displacement sensor; use of ultrasonic transmission 

through the battery, etc. Because of the high demand for Li-ion batteries in electronic 

systems, most of the physical techniques were investigated for Li-ion batteries only. 

When Li-ion batteries are charged or discharged due to the intercalation and de-

intercalation of the Li ions, a volumetric change occurs resulting in a change in bulk force 

or stress related to the expansion or contraction of the electrodes. Using this 

phenomenon, a model of the bulk force is employed for the Li-ion cells where a strain or 

displacement sensor is placed between the cells in a multi-cell battery pack. The sensor 

output is used to estimate SOC by different estimation techniques including the use of 

equivalent circuit models, moving horizon estimation (MHE) technique, etc. [20]   , [21]   
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. Although the force measurement can improve direct SOC measurement significantly, 

one of the major drawbacks of this technique is that it does not consider the internal heat 

generated by the battery during high current operation, which introduces a major error in 

estimation.  

L. Gold et al. [22]    investigated another type of physical technique to measure 

SOC of a Li-ion battery by transmitting an ultrasonic wave through the battery. The 

change in amplitude of an ultrasonic pulse from the transmitter to receiver piezoelectric 

transducer is related to intercalation and deintercalation of lithium in the graphite 

electrode of the battery, which is also linearly related to the SOC [22]   . The 

experimental setup using this method is costly and before implementation in BMS, 

several factors must be considered including long-term battery behavior, battery aging, 

temperature effect, etc.  

1.2.3 Direct Technique 

Several approaches are made to estimate the internal state of the battery directly. 

L.W. Sommer et al. [23]   used fiber optic sensors placed externally onto Li-ion cells to 

monitor the change in strain signal due to excess volume change during charging and 

discharging similar to the bulk force measurement technique [23]   .  Although this 

approach seems promising, the lithium distribution around the electrodes is 

inhomogeneous and the change in volume is only substantial at a high SOC level. 

Using a similar type of sensor, another type of direct measurement technique is 

investigated where fiber optic sensors are embedded within a Li-ion battery electrode 

stack during cell fabrication [24]   . Compared to the externally attached fiber optic 

sensor approach, an increased signal is observed because error sources such as 
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environmental influences can be minimized in this approach.  However, there is a 

practical limitation of this approach. Generally, to prevent swelling during battery 

operations (charging and/or discharging), Li-ion batteries are installed between 

compression plates or inside a rigid housing [25]   . Using this geometry, embedded 

fibers could cause local stress and lead to serious defects in the battery. Also, embedding 

sensors during fabrication and monitoring sensor signals during operation are costly.  

1.2.4 Challenges of Current Monitoring Techniques 

The above-presented review indicates despite the many techniques and methods 

to estimate the SOC of the battery that have been investigated, accuracy and practicability 

of those techniques are still major challenges. Many factors play a role in the achievable 

accuracy and robustness of SOC measurements, which makes it difficult to enhance the 

effectiveness of the model without increasing complexity. Furthermore, the results 

obtained using current techniques give only an approximation of SOC and SOH leading 

to difficulties in charge balancing between the individual cells of a multi-cell battery 

pack. For these reasons, many battery systems are overdesigned to meet operational 

requirements in terms of cost, weight, and/or volume, which often increases the cost of 

the overall system. Therefore, there is a demand for a more accurate, properly designed 

battery model and measurement technique that makes it possible to monitor the change in 

battery dynamics in a real-time including battery aging and thermal behavior. This 

research proposed an alternative way of monitoring the battery internal state (charge 

capacity) by investigating the magnetic properties of the Li-ion batteries. Before 

discussing the principles of the proposed technique, it is important to first understand the 
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cell structure and chemistry as well as the electrode behavior during charging and 

discharging of a Li-ion battery.  

1.3 Properties of Li-ion Batteries: Possibility of Magnetic Measurement of Battery 

Charge Capacity 

Lithium-ion (Li-ion) batteries utilize lithium compounds as the positive electrode 

material. Li+ ions are exchanged between the positive and negative electrodes upon 

charging and discharging. The positive electrode material is either of a lithium metal 

phosphate (LiFePO4) or lithium metal oxide (LiCoO2, LiMn2O4, Li(NiMnCo)O2, etc.)  

usually having a layered structure. The negative electrode material is mostly graphite, 

which is also a layered material. During the charging or discharging process, the lithium 

ions are inserted or extracted from the interlayer space between atomic layers of the 

active materials [1]   . The positive and negative electrodes are electrically isolated by 

microporous polyethylene or polypropylene separator films as shown in Fig. 1.4. 

 

 

 

Figure 1.4: Schematic of Li-ion battery (• = Li+ ion) 
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The electrochemical reaction of Li-ion batteries is similar to that of other types of 

rechargeable batteries. When the Li-ion cell is charged, the active positive electrode 

material is oxidized, and the active negative electrode material is reduced. In this process, 

lithium ions are deintercalated from the positive material and intercalated into the 

negative electrode material. The redox reaction is given below in Fig. 1.5: 

 

 

                                    

Figure 1.5: Redox reactions in the Li-ion cell [1]    

 

where LiMO2 represents the metal oxide of the positive electrode, for example, LiCoO2, 

LiMnO4, etc., C represents the carbon materials used in negative electrodes such as 

graphite and subscript x and y are selected depending on the molar capacities of the 

electrode materials for Li. From the above equations, it is observed that the Li present in 

the cell is not metallic, which makes the Li-ion batteries chemically less reactive, safe, 

and offers a longer life cycle than other types of rechargeable batteries [1]   .  

The performance of Li-ion batteries is mostly depending on the selection of 

electrode materials and the structure of electrodes. To provide high capacity, the positive 

electrode material must incorporate a large amount of lithium ions and they must be 

exchangeable during charging and discharging with little structural change. The positive 

electrode can be of three types: an ordered rock-salt, spinal type structure, or olivine type 
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structure [1]   . The ordered rock-salt is basically a layered structure in which the lithium 

ions, transition metal atoms, and oxygen atoms are placed in alternate layers. An example 

is NMC type batteries used in hybrid vehicles. The spinal structure is a three-dimensional 

structure used in LiMnO2, (Mg/Fe)SiO4 batteries. The olivine type structure is also a 

three-dimensional structure based on PO4 tetrahedra and FeO6 octahedra commonly 

available for LiFePO4 (LFP) batteries [1]   . This work will focus on NMC and LFP type 

of Li-ion battery electrodes and their potential characteristics useful for magnetic 

measurements. 

As mentioned earlier, in the NMC electrode materials the cations are distributed 

in the transition metal layers of the structure. On the other hand, in LFP batteries lithium 

ions are bonded with iron, phosphorus, and oxygen in a complex crystal structure. In both 

cases, during charging and discharging, the oxidation state and/or spin state of the 

transition metal atoms changes, resulting in a change in the magnetic moment of the 

atom. [26]   , [27]   . The change in the magnetic moment leads to a change in magnetic 

properties i.e., magnetic susceptibility of the electrode, which can be probed in the 

presence of a magnetic field. For a fully charged or discharged battery, this magnetic 

field can be sensed by a magnetic sensor and used as a baseline for analysis. As the 

battery charges or discharges, the magnetic field will be perturbed by the withdrawal or 

insertion of Li+, allowing direct measurement of the degree of lithiation. The degree of 

lithiation is related to the degradation of the battery i.e., capacity loss, which is related to 

SOC of the battery.  

Measurement of charge capacity based on magnetic susceptibility is a promising 

approach because it combines the advantages of noninvasive and relatively direct 
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measurement of active lithium-ion concentration of the battery. Kadyk et al. [26]    

describe this principle for the LiFePO4 battery electrode where they found how the 

concentration of active lithium ions in LiFePO4 battery electrodes is related to the change 

in magnetic susceptibility of the electrodes. The main reason is the presence of metal 

atoms in the positive electrode material: iron for the LFP battery, Co and/or Ni for the 

NMC battery. Depending on their oxidation state, these metal atoms can be 

ferromagnetic, ferrimagnetic, or paramagnetic, thus providing a rationale for 

measurement of battery charge capacity through magnetic susceptibility, which can be 

used to infer battery SOC [26]   . Although the sensing principle will be described further 

for NMC and LFP type of Li-ion batteries, it may be used for measuring battery internal 

state of other types of batteries containing ferromagnetic electrode materials. 

1.4 Problem Statement 

As stated in the above sections, there is a growing need for complex systems of 

rechargeable batteries, e.g., in electric vehicles (EV), airplanes, energy storage for 

renewable energy sources, portable electronic devices, etc. Developing techniques to 

cost-effectively monitor, manage, and predict important performance measures such as 

present charge capacity, SOC and SOH of these batteries remains a key technological 

challenge. At present, commonly used measurement techniques of SOC are estimation 

techniques that represent indirect methods and do not consider the battery dynamics in a 

real-time manner. Some physical and direct methods of SOC measurement have been 

proposed. However, before any of these methods reaches the implementation and 

commercialization stage, various problems must be solved, which includes taking into 
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account environmental parameters (such as temperature) interfering with the 

measurements. 

For these reasons, this research is aimed at improving the existing BMS for 

rechargeable batteries by introducing an alternative way of monitoring the internal state 

(charge capacity) of the battery based on the magnetic properties of the battery. In 

various theoretical work, it has been found that, for Li-ion batteries, the concentration of 

active lithium ions in the cathode electrodes is directly related to the change in magnetic 

susceptibility of the electrodes [26]   . This opens a possibility of directly probing the 

internal state of the battery during charging and discharging by monitoring the change in 

magnetic susceptibility of Li-ion battery. However, until recently, there is still a lack of 

significant experimental work on this approach. Hu et al. [28]    introduced the use of 

atomic magnetometers to map the magnetic susceptibility for Li-ion cells. Though this 

type of measurement technique provides precise information of the magnetic 

susceptibility of Li-ion batteries, it is applicable only when the battery is placed inside the 

meter but not in a continuous, real-time manner [28]   . Using a type of sensor to measure 

the susceptibility-induced field surrounding a cell during charging or discharging would 

be a more direct, non-destructive, and non-invasive way to monitor the magnetic 

properties, hence the charge capacity of the battery. Furthermore, direct measurement of 

battery charge capacity will enable a more accurate determination of battery SOC and 

might have the potential to gain information about battery SOH from the long-term 

magnetic measurement of the battery. 

In this work, efforts will be made to design a micromagnetic sensor for direct 

measurement of magnetic susceptibility of Li-ion battery electrodes, by combining 
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magnetically sensitive elements based on Giant Magnetoimpedance (GMI) effect with a 

single interdigital transducer (IDT) on a piezoelectric substrate. The proposed direct and 

non-invasive measurement of battery charge capacity will allow to accurately monitor the 

battery dynamics during charge and discharge conditions over a wide operating range 

particularly for multi-cell battery packs. In addition, using a type of sensor that can be 

operated wirelessly will eliminate the need for wiring, which is an important cost factor 

in multi-cell batteries. Furthermore, the use of a sensor technology that is suitable for 

sensor arrays will allow measuring charge capacity of individual battery cells or small 

groups of battery cells in battery packs, thus allowing for charge balancing between 

individual cells and for early identification of defective battery cells. Also, for improved 

measurement accuracy, the sensor should be suitable for operation over a wide 

temperature range (-40°C to 40°C). 

1.5 Organization of the Dissertation 

This dissertation is divided into six chapters; Chapter 1 introduces the importance 

of and demand for a properly designed BMS in the development of advanced electronic 

systems. Effective BMS requires precise measurement of battery parameters including 

SOC, SOH, and charge capacity, which are defined here. A brief review of current 

measurement techniques for SOC is given. Chapter 1 also reviews the drawbacks of the 

current techniques of SOC measurement that the dissertation is addressing, and the 

proposed technique and goal of this research are discussed as one possible solution to 

these drawbacks in the problem statement. In Chapter 2, a general review of the 

commonly used magnetic sensors is given. An introduction to the selected sensor 

platform – a single IDT deposited on a piezoelectric substrate is presented. More 



20 

 

specifically, the working principle and equivalent circuit model of the IDT is described to 

describe the principle of operation of the proposed sensor. In addition to this, the relevant 

theoretical background required for explaining the detailed modelling of the proposed 

sensor design is introduced. In Chapter 3, an investigation of magnetically sensitive 

elements for the proposed magnetic sensor design is presented. The focus of the work 

was narrowed to the analysis of magnetic sensor designs based on selected 

magnetostrictive thin film coated SAW devices and GMI wire integrated with an IDT on 

a piezoelectric substrate, respectively. The relevant theoretical background of 

magnetostrictive thin film-based sensor design is presented along with the design, 

characterization, and analysis of the thin film coated magnetic sensor. In the second part 

of this chapter, a detailed review of the Giant Magnetoimpedance (GMI) effect is given 

together with a description of different types of GMI elements. The chapter ends with a 

detailed discussion on the underlying physics behind the distinctive properties and 

characteristics of the GMI microwires.  In Chapter 4, detailed modeling of the proposed 

GMI-IDT sensor design and a strategy to modify the sensor parameters are presented. 

The design parameters of the GMI-IDT sensors that were used to collect the data 

analyzed in this dissertation are discussed. In addition to this, the equipment, materials, 

experimental procedures, and experimental setup used in this work are presented. In 

Chapter 5, results on the experimental characterization of the designed GMI-IDT 

magnetic sensor are shown. An effective pre-conditioning method adopted for the 

proposed sensor design is discussed. Furthermore, measurement results using the GMI-

IDT sensor for actual EV type Li-ion battery measurement are given. A comparative 

analysis of the proposed technique of battery internal state monitoring with the state of 
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the art is presented followed with a discussion of the observed and measured sensor 

responses. Finally, Chapter 6 provides a summary and conclusion of the work performed 

in this dissertation and provides some suggestions regarding possible extensions of this 

work for future research in this field. 
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2. MAGNETIC SENSORS AND SENSOR PLATFORMS 

 

 

2.1 Magnetic Sensors: General Background 

Magnetic sensors play an important role in a variety of fields in engineering and 

industrial sectors, including medical, automobile, military and security, mining, 

meteorological, archeological, and geological applications. A magnetic sensor detects the 

changes and disturbances in a magnetic field such as flux density, field strength, and field 

direction [29]   . The characteristics of a magnetic sensor are strongly dependent upon the 

requirements of the application. However, regardless of the application, the key 

characteristics that a magnetic sensor must exhibit include: 

▪ Sensitivity: defines the change in the measurement (output) signal per unit 

change in input signal [30]   .   Note that the sensitivity of a magnetic sensor is 

not necessarily constant throughout the entire range of the input signal [29]   .  

▪ Selectivity: describes the ability of a sensor to distinguish between the 

measured magnetic field and other interfering fields or parameters [30]   . For 

magnetic sensors, separating the sensor response from any other background 

magnetic field or geomagnetic field is crucial. 

▪ Detection limit: the smallest quantity of magnetic field that a magnetic sensor 

can reliably detect. ‘Reliably’ here refers to an adequate signal to noise ratio 

(typically, a signal greater than three times the RMS noise) [30]   . 

▪ Dynamic range: magnetic field strength that the magnetic sensor can detect. 

Changes in magnetic field values outside this field range may be 

unmeasurable by the sensor [30]   .   
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▪ Stability: the ability of the magnetic sensor to produce the same output value 

with respect to the input signal over a period of time [30]   . 

▪ Repeatability: magnetic sensor’s ability to produce the same output for 

successive measurements under the same measurement conditions [30]   . 

▪ Reproducibility: ability to reproduce the same output responses using the 

same method after some measurement condition has been altered [30]   .  

Magnetic sensors can be implemented using a range of different techniques 

depending on the applications. Those include induction sensors, Hall effect sensors, 

magnetoresistor sensors, magnetoimpedance sensors, inductive coils, fluxgate devices, 

superconducting quantum interference device (SQUID), etc. Hall devices are the most 

extensively used magnetic sensors in a wide range of applications such as proximity 

sensors, switches, wheel speed sensors, position sensors, pressure sensors, flow sensors, 

current sensors, etc. [32]   . The Hall effect sensor is based on the Hall effect principle, 

which states that when a current-carrying (semi)conductor is exposed to a magnetic field, 

the charge carriers of the semiconductor experience a force in a direction perpendicular to 

the magnetic field and current; and produce a voltage called Hall voltage. The output 

(voltage) of the Hall effect sensor is proportional to the magnetic field intensity applied to 

it [29]   , [32]   . Although Hall devices are fully compatible with microelectronics, they 

have limited sensitivity due to the limitations of semiconductor materials. In addition, 

they have a low signal to noise ratio and relatively large offset, lack of long-term 

stability, etc. [29]   , [31]   , [32]   . Magnetoresistors are another type of commonly used 

magnetic sensor. Magnetoresistors are resistors whose resistance changes in the presence 

of a magnetic field. They can be based on either thin ferromagnetic films or 
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semiconductor materials. Compared to other magnetic sensors, magnetoresistors have 

high sensitivity in low magnetic fields but they have disadvantages including flipping 

effect, hysteresis, temperature drift, external magnetic interferences, etc. [29]   , [31]   .  

Inductive coils or search-coil magnetometers are another type of commonly used 

magnetic sensor based on Faraday’s laws of induction. The sensor consists of a 

ferromagnetic rod which is inserted inside a coil [29]   . When the coil is placed in a 

magnetic field the magnetic flux across the coil changes and produces a voltage 

proportional to the rate of change in flux. These devices are also known as proximity 

switches or proximity sensors and are used to detect the presence and localized defects of 

metallic targets. One major disadvantage of inductive coils is that miniaturization of coils 

is difficult, which limits the applications [29]    , [32]   . The fluxgate devices are highly 

sensitive magnetic sensors, which consist of a ferromagnetic core wrapped with two coils 

named primary or excitation coil and the secondary or pickup coil. The operating 

principle of fluxgate devices is based on modulation of the permeability of the soft 

magnetic core, which generates changes in the DC flux of the pickup coil. When an AC 

current is applied to the primary coil the permeability of the core changes, which causes 

the core field to change thus inducing a voltage in the pickup coil [29]   . Compared to 

other types of highly sensitive magnetic sensors such as SQUIDs, fluxgates are 

inexpensive, but they are limited by offset noise, low magnetic permeability of the 

ferromagnetic cores, are difficult to miniaturize due to the three-dimensional structure of 

the coils, and consume high power, etc. [29]   , [32]   . Other types of well-known 

magnetic sensors include SQUID, giant magneto resistive (GMR), anisotropic magneto 

resistive (AMR), etc. and are described in detail in the literature [29]   , [33]   .  
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In recent years, compared to conventional magnetic sensors, a trend towards 

highly sensitive, miniaturized magnetic sensors with low power consumption has been 

observed. Depending on the application, it is often necessary to develop an appropriate 

sensing platform and technology to design and implement a magnetic sensor with the 

required specifications. As mentioned in chapter one the goal of this research is to design 

a micromagnetic sensor for direct and noninvasive measurement of the magnetic 

susceptibility of the Li-ion battery. The characteristics for the proposed sensor that are 

essential for this specific application include high sensitivity specifically in the low 

magnetic field region, and low power consumption. Furthermore, the sensor must be easy 

to miniaturize, and needs to be operated over a large temperature range, and must have 

the potential for passive interrogation for sensor arrays for multi-cell battery packs, etc. 

To achieve these sensor characteristics this work presents a promising design for a 

magnetic sensor that makes use of a combination of magnetically sensitive elements 

based on giant magnetoimpedance (GMI) effect and single interdigital transducers (IDTs) 

deposited onto a piezoelectric substrate. For the proposed sensor design, single IDTs are 

selected as a sensing platform because of various beneficial features compared to other 

sensing platforms, which will be discussed in the following sections.  

2.2 Interdigital Transducers (IDT) on Piezoelectric Substrate: A Review  

Interdigital transducers (IDT) are well known for their extensive use in acoustic 

wave device sensors and actuators, medical instruments, oscillators, delay lines, and filter 

design [35]   , [36]   . If deposited on a piezoelectric substrate, the IDT allows for 

efficient transduction of electrical energy to acoustic energy. The IDT consists of a series 

of interleaved electrode fingers made from a metal film deposited on a piezoelectric 
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substrate. An ac voltage applied to the electrodes results in generation of an acoustic 

wave in the substrate material due to the piezoelectric effect. If the frequency of the ac 

voltage is selected such that the wavelength of the acoustic wave is equal to the 

periodicity of the transducer, there is strong piezoelectric coupling. Because of the 

piezoelectric effect, the stress pattern excited by the transducer corresponds to the sum of 

the stress of the two oppositely traveling acoustic waves, resulting in a standing-wave 

stress pattern [37]   . Conversely, the piezoelectric effect can work to convert a 

mechanical wave back into an electrical field [34]   , [37]   . One type of mechanical 

wave that can be generated using the piezoelectric effect is the Rayleigh wave, also 

known as surface acoustic wave (SAW) since the acoustic wave is traveling along the 

surface of a solids [34]   , [37]   .  

IDTs, shown in Fig 2.1 (a) in a delay line configuration, are used in many acoustic 

wave devices. The delay line has two IDTs, where the input IDT will convert an 

electrical signal into an acoustic wave launched in the direction of the output IDT. The 

output IDT will then convert the acoustic wave back into an electrical signal for analysis. 

The changes in the properties of the wave resulting from perturbations along the delay 

line are measured and used as a sensing mechanism [34]   , [36]   . 
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(a) 

 

(b) 

Figure 2.1: Schematic representation of (a) an acoustic wave device (b) an IDT 

 

 

Fig 2.1 (b) shows a detailed representation of an IDT [34]   , [11]   . The 

transducer is considered to have 𝑁 finger pairs with period length λ. The width of each 

electrode is represented as 𝑎 and the gap width between the IDT fingers is 𝑏. The period 

length (for single-electrode IDTs) is λ = 2𝑎 + 2𝑏. The aperture, 𝑊, is the length of finger 

overlap. The thickness of the electrode is negligibly small. The relationship between the 

electrode width and the electrode gap width is given by the metallization ratio, 𝛼 =

𝑎 (𝑎  𝑏)⁄ ; it varies from 0 to 1 and is 0.5 for the uniform IDT case. By changing the 
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length, width, position, and thickness of the IDT, the performance of the device can be 

modified and controlled [39]   , [40]   .  

Instead of using the perturbation of the acoustic wave for sensing [34]   , [37]   , 

the IDT itself can be perturbed by adding discrete circuit elements to modify the 

transduction process. This approach is taken in this work as described in section 2.3.  

IDTs are typically deposited on different single crystal piezoelectric substrate materials 

including quartz (α-SiO2), lithium tantalate (LiTaO3), and lithium niobate (LiNbO3). 

Depending on the material type and crystal cut angle, the properties of the devices may 

vary including cost, acoustic-wave attenuation, propagation velocity, temperature 

dependence of the velocity, etc. [34]   , [36]   . For the proposed sensor design IDTs 

deposited on a LiTaO3 substrate are selected because this substrate material has high 

coupling coefficient, 𝑘2 which is a measure of the efficiency at which the electric fields 

are converted into mechanical stress fields [34]   , [38]   , [39]   . 

To describe the IDT, a simplified equivalent circuit model will be used where the 

transducers are considered as an array of sources with each source acting as a 

piezoelectric plate transducer for generating bulk waves. Using this model, the significant 

properties of the IDT can be obtained [39]   , [41]   .  
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Figure 2.2: Side view of the IDT: field patterns for (a) actual device, (b) crossed field 

model, and (c) in-line model [39]   , [41]   . 

 

 

By analyzing the parallel and perpendicular components of the electric field 

pattern, the electric field approximation can be represented by either of two models 

named crossed field, or in-line model as shown in Fig 2.2 (b) and Fig 2.2 (c). Generally, 

the electric field patterns are a combination of the two as shown in Fig 2.2 (a) [39]   . In 

the cross-field model, the applied electric field is normal to the acoustic propagation 

vector. In the in-line model, the electric field and propagation vector are parallel to each 

other. It has been shown that materials with high piezoelectric coupling such as LiTaO3 

and LiNbO3 are better represented by the crossed field model [39]   , [41]   . Therefore, 

the crossed field model will be used here. 
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Considering the symmetry and periodicity of the IDT finger pairs, maximum 

acoustic response occurs for frequencies at or near the IDT synchronous frequency 𝜔0 =

2𝜋𝑓0, where 𝑓0 = 𝑣 𝐿⁄ ;  𝑣 is the acoustic velocity and 𝐿 is the periodicity of the 

electrodes [39]   . For the crossed-field model, the input immittance of the IDT can be 

characterized by a circuit consisting of the total electrode capacitance in parallel with a 

radiation immittance as shown in Fig 2.3 [39]   , [41]   .   

 

 

 

Figure 2.3: Crossed field model (parallel circuit representation) of IDT [39]    

 

 

For the crossed field model, the IDT admittance at the synchronous frequency is given 

by [39]    

𝑌𝑡 = 𝐺𝑎  𝑗𝜔0𝐶𝑇                                                             (2.2) 

where, 𝐺𝑎 is the radiation conductance, and 𝐶𝑇 is the electroacoustic capacitance 

between the finger pairs. Note that, the radiation susceptance 𝐵𝑎 is a measure of how much 

stress is out of phase with the motion of the wave and it is zero when the IDT is operated 

at or near the synchronous frequency, 𝜔0 [39]   . For the crossed field model, at 𝜔0 the 

radiation conductance, 𝐺𝑎, is maximum because all the stress contributions are in phase 

with each other. As the frequency deviates from the 𝜔0, the magnitude of the susceptance 

𝐵𝑎 begins to increase resulting in a decrease in radiation conductance 𝐺𝑎 [39]   - [41]   .  

CT   Ba
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2.3 Analysis of Impedance Loaded Single IDT Model: A Review 

In this research, the single IDT of an acoustic wave device is investigated as the 

sensing platform for the proposed micromagnetic sensor design. Generally, for IDTs the 

forward and backward surface waves are regenerated by the voltage that the incident 

surface wave delivers to the electric load in the transducer. By varying the load 

impedance, the magnitude of the regenerated surface waves can be reduced, which leads 

to a change in the insertion loss [42]   . Typically, regenerated acoustic waves can 

introduce multiple transit echoes and are therefore unwanted; as a result, they are 

eliminated by using a perfectly matched network to the IDTs. However, by replacing the 

matching network with a load with varying impedance that depends on the parameter to 

be measured, the transduction process hence insertion loss or return loss of the IDT can 

thus be used as a sensing parameter. This technique is used in our proposed magnetic 

sensor design where a magnetically sensitive element is included as a shunt-load to the 

single IDT [42]   , [43]   .  

 When the magnetically sensitive element responds to a magnetic field, its 

properties (e.g., impedance, permeability etc.) undergo changes resulting in a change in 

the transduction process of the IDT due to the impedance mismatch between the two 

sensor elements. In order to present this theory, a model must be first introduced that 

explains how the properties of the IDT change upon adding an impedance element [42]   

, [43]   . Specifically, the effect on insertion loss characteristics of an impedance loaded 

single IDT will be explained. Fig 2.4 shows the equivalent circuit for an impedance 

loaded single IDT. 
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(a) 

 

 

     (b) 

 

Figure 2.4: Equivalent circuit for an impedance loaded single IDT: (a) an IDT with load, 

(b) equivalent electrical circuit 

 

 

Assuming there are no losses other than the 3 dB bidirectional losses, the 

electrical circuit shown in Fig 2.4 provides a basis for calculating the return loss of the 

circuit. For operation at the IDT synchronous frequency with a load, the return loss of 

the transducer is given by [42]     

RL =  10 log10
𝛼2+ 𝑄𝐿

2(𝛼−1)2

(𝛼 + 𝑄𝐿𝑄𝑟)2+(𝑄𝑟 + [1−𝛼] 𝑄𝐿)2 

  
                                       (2.3) 

where, the parameter 𝑄𝑟 is the transducer radiation i.e., the ratio of transducer 

capacitive susceptance to the synchronous acoustic radiation conductance, 𝑄𝑟 = 

𝜔𝐶𝑇 𝐺𝑎⁄ . 𝑄𝐿 = 𝜔𝐶𝑇 𝑌𝐿⁄  is the variable load radiation, The parameter, 𝛼 is zero for 

crossed field model. Equation 2.4 indicates that the return loss of the IDT can be 

modulated by changing the variable load. Generally, when IDTs are used in a delay line 
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configuration, there is a load attached to the IDT that acts as a matching circuit to 

maximize the acoustic radiation. Another purpose of the matching circuit is to eliminate 

or minimize the multiple transit echoes [42]   , [43]   . For the proposed magnetic sensor 

design, the single IDT of an acoustic wave device is shunt-loaded with a magnetically 

sensitive element, a GMI wire. The impedance of the GMI wire depends on the applied 

magnetic field and will influence the degree of matching or mismatching between the 

GMI wire and the IDT. This affects the signal reflected from the IDT, which therefore 

contains the sensing information as a change in return loss. The next chapter will 

introduce and explain the different properties and distinctive characteristics of the GMI 

wire. Based on the equivalent circuit model of the impedance loaded IDT as given here 

and the frequency-dependent impedance behavior of GMI wire, a detailed model of the 

proposed micromagnetic sensor will then be presented.  
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3. MAGNETICALLY SENSITIVE ELEMENT FOR MAGNETIC SENSOR 

DESIGN 

 

 

3.1 Introduction 

Magnetic sensor technologies have been discussed in the previous chapter. This 

chapter will focus on magnetically sensitive materials or elements that can be used in 

magnetic field sensors. The most familiar and simplest magnetically sensitive elements 

that can detect the changes of magnetic flux are coils and metal pieces used in induction 

sensors and fluxgate sensors. When a magnetic material is brought close to the coil or 

when a magnetic field is applied externally close to the metal piece, these coils or metal 

pieces are magnetized [31]   . Other commonly used magnetically sensitive elements are 

thin film semiconductors used in Hall effect magnetic sensors, thin film magnetoresistive 

(ferromagnetic) elements used in magnetoresistive sensors, superconducting materials 

used in SQUID magnetometers, thin film composite layers used in MEMS magnetic 

sensors, and magnetic tunnel junction sensors, etc. [31]   .  

In past years, extensive research efforts have been made on different kinds of thin 

film magnetic sensors based on the magnetostrictive effect. The magnetostrictive effect 

(also referred to as the magnetoelastic effect) present in magnetic materials causes the 

materials to change their shape or dimensions (expand or shrink) as an external magnetic 

field is applied. Conversely, when stress is applied to the magnetostrictive materials, the 

magnetic anisotropy will change as a result. Generally, materials with high permeability 

and high Young’s modulus (high longitudinal strain) exhibit this effect, including metals 

(Iron, Nickel, Cobalt), metal alloys (FeNi, FeCo), etc. [44]   , [45]   . Depending on the 

sensing platform, the selection of appropriate magnetostrictive material plays a key role 



35 

 

in the performance of a magnetic sensor. A range of acoustic wave devices has been 

studied as sensing platforms in combination with different magnetostrictive films. 

Ganguly et al. proposed a magnetically tuned SAW phase shifter using a Nickel coated 

SAW delay line [44]   . Tong et al. developed a magnetostrictive FeNi coated SAW-

based current sensor [45]   . A magnetostrictive FeCo coated SAW magnetic/current 

sensor was proposed by Wang et al. [46]   . Li et al. reported an integrated SAW sensor 

that can measure the magnetic field, temperature, and humidity and is fabricated by 

depositing NiFe/Cu tri-layer composite film on a reflector type SAW device [47]   . From 

the above literature reviews, it has been shown that by proper selection and deposition of 

a magnetostrictive thin film onto the SAW sensing platform, it is possible to design an 

appropriate magnetic field sensor. Therefore, this work investigates several 

magnetostrictive thin films that are deposited onto SAW devices for magnetic field 

detection. 

3.2 Principle of Magnetostrictive Film-based SAW Devices: A Review 

The sensing mechanism of the magnetostrictive coated SAW device depends on 

the magneto-mechanical nature of the selected coating. The coating produces a strain 

under the magnetic field generated by the applied current. In a delay line configuration of 

the SAW device, the coating is deposited on the propagation path of the acoustic wave. 

With the presence of the magnetic field, due to the magnetoelastic nature of the material, 

the Young’s modulus of the film changes, which results in a change in the SAW 

propagation characteristics in the form of a velocity or frequency shift [44]   - [46]   .  
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Figure 3.1: Schematic diagram of magnetostrictive film coated SAW Device 

 

 

Fig. 3.1 shows the schematic diagram of a magnetostrictive film coated SAW 

device. When the film is rigidly bonded to the surface of the piezoelectric substrate, any 

change or deformation of the film will perturb the propagating wave velocity. 

Experimentally, frequency change is measured instead of velocity change because any 

fractional change in velocity response is proportional to the fractional change in 

frequency provided that there is no dispersion of the wave. The relation between the 

change in velocity and frequency shift can be written as [48]   , [49]    

   
∆𝑓

𝑓
= 

𝑙

𝐿

∆𝑣

𝑣
                                                                       (3.1) 

Depending on the properties of the coating, the fractional change in velocity, ∆𝑣 

can be described by using the well-known perturbation theory. Perturbation theory 

describes the interaction between the coating and acoustic waves. Small changes in wave 

velocity and attenuation can be written as a sum of the partial derivatives and can be 

expressed as [48]   , [49]    

                ∆𝑣 =
𝜕𝑣

𝜕𝑚
∆𝑚  
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                         ∆𝛼 =
𝜕𝛼

𝜕𝑐
∆𝑐  

𝜕𝛼

𝜕𝜀
∆𝜀  

𝜕𝛼

𝜕𝜎
∆𝜎  

𝜕𝛼

𝜕𝑇
∆𝑇  

𝜕𝛼

𝜕𝑃
∆𝑃                                  (3.3) 

 

Equation (3.2) indicates that changes in wave velocity (∆𝑣) can be related to 

changes in coating mass (m), viscoelastic constant (c), dielectric constant (𝜀), 

conductivity (𝜎), temperature (T), and pressure (P). On the other hand, change in wave 

attenuation, (𝛥𝛼), depends merely on viscoelastic and dielectric constants, conductivity, 

temperature, and pressure change [49]   . Note that the metal (Au, Ni or NiFe) film on the 

delay line will minimize the effect of any electric field on the SAW. Other environmental 

effects (e.g., temperature) can be eliminated using a dual delay line acoustic wave device 

design. Therefore, only the magnetostrictive sensing mechanism (dependence on ∆𝑐) will 

remain in the simplified form of equation (3.2) and (3.3). For the proposed magnetic 

sensor, the change in shear modulus, 𝐺  = 𝐺′  + 𝑗𝐺′′, (with shear storage, 𝐺′ and shear 

loss, 𝐺′′) of the coating due to an applied magnetic field needs to be considered. Since 

magnetostrictive metal films possess very high stiffness, the change in acoustic loss 

modulus 𝐺′′ has a negligible effect on acoustic wave propagation and the change in wave 

velocity is depending on 𝐺′ only [48]   .   

3.3 Design of Coated SAW Devices for Magnetic Sensing 

The above indicates how the elastic properties of a ferromagnetic material affect 

the velocity of the propagating acoustic wave. Materials with high magnetic permeability 

and high Young’s modulus are good candidates for high dimensional changes as an 

external magnetic field is applied [50]   .  
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Metal 

(Name) 

Young’s 

Modulus 

(GPa) 

Boiling Point 

(K) 

Maximum 

Magnetic 

Permeability 

Magnetostrictive 

Properties 

(qualitative) 

Iron 211 3135 5000 Low 

Nickel 200 3005 600 High 

Cobalt 209 3143 250 Very High 

Table 3.1: Properties of common Ferromagnetic materials [50]    

 

 

Among the most common ferromagnetic materials, while iron has a very high 

Young’s modulus (hence high magnetic permeability), pure iron tends to oxidize rapidly 

and thus, is not appropriate for deposition. Compared to cobalt, nickel has high magnetic 

permeability, therefore, nickel and nickel-alloys were chosen as materials for deposition. 

We investigate two types of coatings (Ni and NiFe) deposited on the SAW devices at 

different film thicknesses. In the following sections, a detailed description of the 

investigation is given including some preliminary results.  

3.3.1 Nickel-Coated SAW Device 

In this work, nickel film was deposited onto the SAW device using thermal 

evaporation process. For this purpose, after performing the cleaning procedure (see 

materials and procedure section in chapter four), a SAW device is placed in the thermal 

evaporation chamber, which is then evacuated. During evaporation, the IDTs, contact 

pads, and other areas are masked carefully using Kapton tape.  

There were several devices prepared with different coating thicknesses and 

configurations as follows: 
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• Device 1: 100nm nickel coated on one delay line, with the second delay line 

uncoated (with only the gold coating used to eliminate any electric field 

effect (see Fig. 3.2) 

• Device 2: 100nm nickel coated on both delay lines 

• Device 3: additional 1 µm PMMA (polymethyl methacrylate) layer 

(deposited using spin coater) on both delay lines as on device 1 

• Device 4: 150nm nickel coating on one delay line, 50nm nickel coating on 

the second delay line 

 

 

 

(3) (b) 

Figure 3.2: Nickel coated SAW device 1 (a) schematic diagram (b) actual device 

 

 

Fig 3.2 shows the Ni coated SAW device with 100 nm thickness. Device 1 was 

characterize using a differential measurement technique. Due to the magnetostrictive 

nature of the Ni coating, it is expected that the film should be sensitive to the magnetic 

field hence the velocity of the acoustic wave will be perturbed. Since gold is a 

diamagnetic material, the velocity of the acoustic wave on the gold- coated delay line will 

not be affected, thus enabling a differential measurement.  
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To characterize the device shown in Fig 3.2, two permanent magnets 30DNE0606 

(with pulling force of 11oz ~ 4.253 mT), and some non-magnetic materials (non-

magnetic nuts) are introduced and removed near the film and the frequency shifts of both 

delay lines were recorded using the Agilent Vector Network Analyzer E5061B. Fig 3.3 

(a) shows the frequency shift characteristics of both the Ni coated and gold coated delay 

lines with and without the presence of magnet and non-magnets. As the frequency shift 

might vary with the direction of the applied magnetic field, both the magnets and non-

magnets were placed in three different orientations: vertical, shear-horizontal, and 

longitudinal orientation, respectively. A reference to these directions is given in Fig 3.3 

(b).  

 

 

 

(a) 

0

1000

2000

3000

4000

5000

6000

7000

8000

0 10 20 30 40 50 60 70

Fr
eq

u
en

cy
 S

h
if

t,
 Δ

f 
(H

z)

Time (min)

Ni Coated Delay Line

Au Coated Delay Line

non-magnet removed

magnet introduced

magnet removed

non-magnet introduced

longitudinally 
applied field 

vertically 
applied field 

shear-horizontally 
applied field



41 

 

 

Figure 3.3: (a) Response of Ni coated SAW device shown in Fig 3.2 for different 

orientation of magnet and nonmagnet (b) reference of the directions (wave propagation is 

along the x axis) 

 

  

From Fig 3.3 it has been observed that, the Ni coated delay line does not show the 

expected sensitivity to magnetic field. Therefore, different strategies were followed to 

increase the sensitivity by using device 2 with the Ni coating on both delay lines and by 

using device 4 with two different thicknesses on each of the delay lines (150 nm and 50 

nm, respectively). Moreover, on device 3, an additional PMMA (polymethyl 

methacrylate) polymer layer was deposited as a waveguide layer to better confine the 

wave to the surface [51]   . In all cases, it is found that the devices were not sensitive to 

the magnetic field. Thus, another type of magnetostrictive metal-alloy-coated SAW 

device is investigated. 

3.3.2 NiFe-Coated SAW Device 

Thin films based on metal alloys (e.g., FeCo, FeNiMo, etc.) exhibit soft magnetic 

properties thus possess strong magneto-mechanical coupling when subjected to a 

magnetic field [52]   . Moreover, they have a relatively high magnetostrictive coefficient 

and show a large change in longitudinal dimension with an application of the magnetic 
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field, which makes them good candidates for sensor applications [52]   . Here, a 200nm 

NiFe-coated SAW sensor was prepared for the detection of the magnetic field. 

For depositing NiFe film, the magnetron sputtering technique is used, where a 

plasma is generated and confined to a space containing the material to be deposited. The 

selection of a target with proper material composition is important to achieve the desired 

magnetostrictive properties of the film. The NiFe sputter targets used in this work have a 

composition of 80-81% Ni. Deposition of a 200 nm- thick NiFe coating on the delay line 

of the acoustic wave device took approximately 4 hours including the cooling phases. 

Before deposition, the entire cleaning procedure was performed (see materials and 

procedures section in chapter 4). A PMMA layer of 1 µm is used as a mask. The steps 

performed to deposit NiFe coating onto both delay lines of the SAW device are shown in 

Fig 3.4. They are: (a) an insulating tape is placed in between the IDTs to protect the delay 

lines from the PMMA mask; (b) a 1 µm PMMA layer is deposited by spin coating; (c) the 

insulating tape that was placed in (a) was carefully removed resulting in a bare delay line 

but masked IDTs. The device is next placed in an oven at 180°C for 2 hours; (d) a 200 

nm NiFe coating is deposited using magnetron sputtering; the PMMA mask is dissolved 

with an appropriate solution and the NiFe-coated SAW device is ready for 

characterization. A figure of the prototype device is shown in Fig 3.5. 
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Figure 3.4: Steps of the NiFe coating deposition process onto the SAW device 

 

 

 

Figure 3.5: One prototype device of NiFe coated (200 nm) SAW device (note that, this 

coating is already oxidized) 

 

 

The NiFe-coated SAW device is characterized using the same permanent magnets 

and nonmagnetic materials in different orientations. It has been observed from those 

characterizations that the coating does not show significant sensitivity to the magnetic 

field and the coating appears to be oxidized within a few weeks after deposition.  

3.3.3 Limitations of Coated SAW Device 

From the above analysis and experimental results, it has been found that both Ni- 

and NiFe- coated SH-SAW devices do not have the sensitivity required to respond to the 

magnetic field. To make those films sensitive, one possible solution is to deposit an 

additional layer of SiO2, which can cover the IDTs and delay lines, thus trapping the 
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wave closer to the surface. Also, during the deposition of the magnetostrictive thin film, 

it is important to introduce an easy axis of magnetization to the film. This was done by 

applying a magnetic field along the Y-axis for a Love wave SAW based ST-cut quartz 

substrate by Kittmann et al. [54]   . Moreover, instead of metal or metal alloy, possibly a 

composite film layer would be a good candidate for a magnetostrictive film-based SAW 

magnetic field sensor [54]   .  

As a result of the poor sensitivity shown by the Ni- and NiFe- coated sensor 

design approach, an alternative approach is investigated in this research. An IDT based 

magnetic sensor design where a single IDT on a piezoelectric substrate is combined with 

a highly magnetically sensitive element consisting of microwires based on the Giant 

Magnetoimpedance (GMI) effect will be discussed in the following sections.   

3.4 Giant Magnetoimpedance (GMI) Elements for Sensor Application 

Since the discovery of the GMI effect, it has been demonstrated that magneto-

impedance elements can be used for high-performance magnetic sensor devices [55]   . 

Presently, the research in this field has been focused mainly on special thermal treatments 

and/or on the development of new materials for improved GMI properties [56]   , [57]   . 

However, continuous efforts have been devoted to investigating a variety of GMI sensors 

for different applications such as magnetic sensor, current sensor, stress sensor, object 

detection sensor, electronic compass, etc. Although the development of GMI sensors is 

still at an early stage, it is likely that, in comparison to the processing cost and power 

consumption of existing conventional magnetic sensors, their low prices and high 

flexibility (see table 3.2) will permit extensive applications soon [58]   . 
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Sensor type Sensor Head 

Length 

Detectable 

field (Oe) 

Response 

Speed 

Power 

Consumption 

Hall 10-100 µm 1-106 1 MHz 10 mW 

GMR 10-100 µm 0.1-102 1 MHz 10 mW 

GMI 1-2 mm 10-8-102 1-5 MHz 10 mW 

Flux gate 10-20 mm 10-6-102 5 kHz 1 W 

Table 3.2: Comparison of magnetic sensors [58]    

 

 

GMI elements include some soft ferromagnetic materials and metal-based 

amorphous alloys and can be fabricated in the shape of microwires, ribbons, or thin films 

[58]   . Among them, amorphous GMI microwires are promising for sensing applications 

in the microsystem industry [57]   - [59]   . Excellent GMI behavior has been found in 

Co-based amorphous and Fe-based nanocrystalline soft ferromagnetic wires and has been 

achieved in glass-covered Co-based microwires. In Co-based amorphous wires, the GMI 

effect originates from the high transverse permeability characteristics of the material, 

resulting in the presence of a transversely oriented domain structure and shows nearly 

zero but negative magnetostriction [60]   . Phan et al. showed that microwires primarily 

of Co-Fe-Si-B in compositions if doped with transition metal elements such as Mo, Cr, 

Nb, etc., display improved GMI effect and field sensitivity [61]   . Intense research has 

been conducted to improve microwire based GMI sensor design by optimizing sensor 

parameters and/or design of the electrical circuit [62]   , [64]   . However, to date, 

successful GMI microwire-based magnetic sensors have only been developed and 

commercialized by Aichi Steel Company in Japan with a range of nT to µT [55]   , [62]   , 

[65]   . 
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3.5 Giant Magnetoimpedance (GMI) Effect: A Review 

The GMI effect is the large impedance change of an alternating current (ac) 

powered conductive soft magnetic material resulting from a change in the external 

magnetic field. It was first observed in Co-based amorphous wires by Panina and Mohri 

in 1994 and has since attracted strong interest due to its high sensitivity enabling 

magnetic field measurement in the low magnetic field (~ µT to nT) range [56]   , [65]   - 

[68]   . When a soft ferromagnetic conductor is subjected to a small ac current, a large 

change in the ac complex impedance of the conductor can be achieved upon applying a 

magnetic field. The relative change of the impedance, 𝑍, with the applied field, 𝐻, which 

is defined as the giant magneto-impedance effect, is expressed by [58]   . Fig 3.6 shows 

the magnetic field dependence of GMI impedance (𝑍) at 1MHz for a typical soft 

ferromagnetic material [58]   , [69]   . 

 

 

 

Figure 3.6: Impedance (𝑍) as a function of applied magnetic field for a 

conventional GMI material [58]   , [69]   . 

 

 



47 

 

3.5.1 Frequency Dependent Characteristics of GMI Elements 

Depending on the operating frequency of the driving ac current, the 

magnetoimpedance effect of the GMI materials can be roughly categorized into three 

frequency regimes: [58]    

• Low-frequency regime (𝑓 ≤ 1 𝑀𝐻𝑧): due to the weak skin effect, the change in 

impedance of the GMI material upon application of the applied magnetic field is 

mainly from the contribution of the change in the inductance of the material, 

which is proportional to the circumferential permeability for a cylindrical 

magnetic conductor (i.e., magnetic wire) and the transverse permeability for a 

planar magnetic film (i.e., magnetic ribbon) [68]   . 

• Intermediate frequency regime (1 𝑀𝐻𝑧 ≤ 𝑓 < 1 𝐺𝐻𝑧): due to the strong skin 

effect a strong change in the effective magnetic permeability upon application of 

dc magnetic field is observed. Depending on the composition and geometry of the 

GMI material, the magnetoimpedance at its peak may be dominated by the 

contribution of either the domain wall motion or the magnetization rotation of the 

GMI material for the frequency range 1~10 MHz. For further increase in 

frequency, the domain wall motion is becoming strongly damped by eddy 

currents, leaving only magnetization rotation as the sole contributor to GMI 

[69]   .  

• High frequency regime (1 𝐺𝐻𝑧 ≤ 𝑓): change in magnetoimpedance in this 

frequency range is due to the gyromagnetic effect and ferromagnetic relaxation.  

Due to a strong change in the skin depth caused by ferromagnetic resonance 
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(FMR), the maxima in GMI profiles are shifted towards higher fields in this case 

[56]   .   

There are many theoretical models of GMI materials that have been proposed in 

past years classified according to different criteria such as geometry, domain structure, 

fabrication procedure etc. The Quasistatic model has been proposed based on the 

assumption that the operating frequency is small, the Eddy current model can explain the 

experimental results in the frequency range of several kHz to a few MHz [66]   , [68]   , 

[70]   . The domain structure model explains the underlying mechanism of a metallic soft 

magnetic wire with periodic circular domains. It correlates the inductance and 

permeability characteristics of the wire, which allow for estimating the circumferential 

permeability as a function of frequency [71]   . Both the eddy current and domain 

structure models have successfully explained several basic features of GMI at frequencies 

below 100 MHz. The electromagnetic model has described the GMI characteristics in the 

high-frequency regime. According to this model, the contribution of domain wall motion 

to the circumferential/ transverse permeability can be neglected and only magnetization 

rotations considered for GMI effect. This model can interpret qualitatively the basic 

features of GMI and most of the experimental data in the high-frequency regime. 

However, it does not consider the exchange interactions in the effective fields [68]   , [72]   

, [73]   . There are several other theoretical models that try to describe the GMI features 

in a wide frequency range as described in the literature [58]   .  

Existing theoretical models of GMI are developed for specific materials and/or 

specific frequency ranges (from a few kHz up to GHz). However, none of them can 

completely explain the underlying mechanisms of GMI for a variety of magnetic 
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materials, and further theoretical models should be developed based on the identified 

domain structures of the materials [58]   , [68]   , [73]   . In the following section, the 

underlying physics and impedance characteristics of a Co-rich amorphous wire fabricated 

using melt extraction process and operated in the MHz range are described as it is well-

matched with the geometry and operating frequency of the GMI microwire used in the 

proposed magnetic sensor design. 

3.5.2 Impedance Characteristics of GMI Microwires 

Depending on the operating frequency 𝑓 =  𝜔 2𝜋⁄ , when an ac current, 𝐼 =

 𝐼0𝑒
−𝑖𝜔𝑡, flows through a GMI wire, the skin effect confines the current to the surface 

region of the wire. The penetration depth, 𝛿, of the current depends on the resistivity of 

the material 𝜌, the frequency of the current 𝜔, and the magnetic permeability, 𝜇 [74]   : 

 

    𝛿 =  √
2𝜌

𝜔𝜇
                                                                     (3.4) 

From equation (3.4), it can be inferred that with increasing operating frequency, 

there is a large variation in skin depth. Most importantly, this large GMI effect is 

observed if the wire is subjected simultaneously to ac current and external dc field, which 

modifies the value of 𝜇, thus changing the effective conduction region and consequently 

the impedance of the wire. The complex impedance of a GMI microwire for a high 

frequency of operation is given by the following equation [56]   , [66]   : 

 

𝑍𝑔 = 𝑅𝑑𝑐
𝑟
2𝛿⁄  𝑗𝜔 𝐿𝑔  

2𝛿
𝑟⁄                                            (3.5) 
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where,  𝑅𝑑𝑐 = 𝜌𝑙 𝜋𝑟
2⁄  is the dc resistance, 𝑟 and 𝑙 are the radius and length of the 

wire, and 𝐿𝑔 = 𝜇𝑙 8𝜋⁄  is the internal inductance of the GMI wire [75]   . The permeability 

of the wire is a complex function and depends on the applied external field, 𝐻𝑎 and can 

be expressed as, 𝜇 =   𝜇𝑠 (1  𝑗𝜔 𝜔𝑟⁄ )⁄  [66]   . Here, 𝜇𝑠 is the static circumferential 

permeability and 𝜔𝑟 is the characteristic relaxation frequency. The magnetoimpedance 

effect of a negative magnetostrictive amorphous wire (Co-rich) can be explained using 

equation (3.5) together with the frequency dependent permeability, 𝜇. 

Depending on the material composition and microwire fabrication technique, the 

internal domain structure may vary, which in turn affects the internal current distribution 

hence the impedance response of the wire [76]   , [80]   , [84]   . The GMI wires used for 

this research are amorphous Co-rich fibers, and were fabricated using the melt extraction 

fabrication technique, where the fibers are extracted from the melt by a rapidly rotating 

sharpened wheel. When the fibers are extracted, they first cool at the tip and around the 

circumference, placing the still liquid core under compression [76]   . The melt extraction 

determines uniaxial anisotropies along the wire axis called easy axis and transverse 

anisotropy (circular magnetic domain in the outer shell) in the radial part of the wire with 

outstanding soft magnetic properties and high magnetic permeability as shown in Fig. 3.7 

[77]   .  

 

 

 

Figure 3.7: Internal structure of GMI microwire fabricated using melt extraction and 

rapid solidification process 
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This induced anisotropy plays an important role in the GMI behavior of the 

amorphous wires. It has been demonstrated that for wires with circumferential anisotropy 

there exists a critical circumferential field below which there is no significant 

circumferential flux change and accordingly no impedance change [78]   . 

 

 

 

Figure 3.8: GMI microwire placed in an external dc longitudinal magnetic field and 

carrying an ac current which produces a circumferential ac field [70]    

 

 

In general, when a high frequency ac current is applied, because of the strong 

skin effect (i.e., 𝑟 𝛿⁄ ≫ 1) the current tends to be concentrated near the surface of 

the wire, resulting in the generation of a small ac circumferential field as shown in 

Fig. 3.8. The magnitude of this small field can be defined as 𝐻𝑖 = 𝐼 2𝜋𝑟⁄  and is 

uniform at a distance 𝑟 from the wire axis. Under such conditions, when 𝐻𝑎 is 

applied along the wire axis, there is a balance between the circumferential 

anisotropy, applied axial dc field and circumferential ac fields [78]   . The combined 

axial dc field, and circumferential ac field suppress the circular flux change and 𝜇 

contributes to a change in transverse anisotropy due to magnetization rotation. The 

magnitude of complex circumferential permeability, μ increases with increasing 𝐻𝑎 

in the low field region until it reaches the effective anisotropy field, 𝐻𝐾, of the wire. 
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𝐻𝐾 depends on the material composition and geometry of the wire and can be 

expressed as 𝐻𝐾 = 2𝐾 𝜇0⁄ 𝑀𝑠  where 𝐾 is anisotropy constant and 𝑀𝑠 is saturation 

magnetization [56]   , [66]   . In this case, the expression for impedance in equation 

(3.5) can be reduced to 

 

𝑍𝑔[𝜔, 𝜇(𝜔,𝐻𝑎)] ∝ (𝜔𝜇)
1 2⁄                                               (3.6) 

 

From the above analysis, the GMI effect can be understood in terms of the 

skin depth and its relation to the radius, 𝑟, of the wire, which is affected by the 

circumferential permeability, μ. To obtain a large GMI effect, it is necessary to 

reduce the skin depth by choosing magnetic materials that have large permeability 

and small dc resistance.  

3.6 Summary 

In this Chapter, the fundamental aspects of GMI materials exhibiting the 

GMI effect have been discussed. A brief review of several theoretical models of the 

GMI effect was presented. A comprehensive description of the correlation between 

the frequency-dependent impedance characteristics is given, specifically for the Co-

rich amorphous wire fabricated using melt extraction process and operated in MHz 

frequency range.   
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4. GMI-IDT MAGNETIC SENSOR: MODELLING AND ANALYSIS 

 

 

4.1 Introduction 

Micromagnetic sensors with high sensitivity, rapid response time, and high 

temperature stability are needed for nondestructive testing and sensing in various areas 

such as industrial, automotive, and environmental measurement, etc. Magnetic sensors 

based on surface acoustic wave (SAW) sensing platform utilizing GMI wire and/or GMI 

sensor have only recently been explored by a few researchers [36]   , [65]   , [75]   , [79]   

. Hauser et al. have designed a passive, wireless magnetic sensor using a two-port SAW 

transponder coupled with GMI wire and external impedance element [75]   . Using a 

similar concept, Li et al. proposed a magnetic sensor using a two-port SAW transponder 

coupled with a tri-layer thin film GMI sensor [65]   . Vijay et al. developed a wireless 

current sensor by combining a GMI thin film magnetic sensor and a two-port SAW 

transponder [79]   . However, for most of these investigations, only proof-of-concept 

work has been done on the integration of the SAW device with GMI wires or films. 

There is still a need for theoretical analysis, investigation of the sensor parameters, 

preconditioning method, and repeatability measurement, which is essential before 

developing and commercializing those sensors. 

The objective of this chapter is the study and analysis of the underlying physics 

and sensing mechanism of the proposed magnetic sensor. Based on the impedance loaded 

equivalent circuit model of the IDT and frequency dependent permeability characteristics 

of GMI wire, a detailed model of the proposed GMI-IDT magnetic sensor will be given. 

This chapter will also describe how the sensor parameters were modified to maximize the 

sensitivity and ensure repeatability.  
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4.2 Theoretical Modelling of GMI-IDT Sensor 

The GMI wire exhibits a magnetoimpedance effect when operated in the MHz 

frequency range, when the skin effect is strong, i.e., the skin depth, 𝛿, is much smaller 

than the wire radius, 𝑟, (𝛿 ≪ 𝑟). In this case, the expression for the GMI microwire 

impedance can be written as [80]    

   𝑍𝑔[𝜔, 𝜇(𝜔,𝐻𝑎)] = 𝐷√𝜇 ;                                                                          (4.1) 

   where, 𝐷 =  
(1−𝑗)

2√2

𝑙√𝜌𝜔

𝑟
                                                                                    

Note that D is constant for a GMI wire with given wire length, 𝑙, radius, 𝑟, 

resistivity, 𝜌, and operating frequency, 𝜔. Equation 4.1 implies that 𝑍𝑔 depends on 

microwire permeability, 𝜇, which in turn depends on the applied magnetic field 𝐻𝑎. In the 

present sensor design, the GMI wire is used as a shunt-load to a single IDT to affect the 

transduction process of the IDT. 

 

 

 

Figure 4.1: Equivalent circuit model for GMI-IDT sensor 

 

 

When the GMI-IDT sensor is exposed to a dc magnetic field, the signal reflected 

from the IDT is modified by the GMI wire and thus contains the sensing information as a 

change of return loss. The equivalent circuit model of the GMI-IDT sensor is shown in 

                      

  
  Lg

Rdc

~

VNA

GMI Wire
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Fig. 4.1, where the IDT is operated at or near the IDT synchronous frequency, 𝜔. The 

return loss of a transducer with a load can be expressed by the following equation [106]   

, [42]   , 

RL =  10 log10
𝑄𝐿

2

 (𝑄𝐿𝑄𝑟)2+(𝑄𝑟 +  𝑄𝐿)2 

  
                                                      (4.2) 

where 𝑄𝑟 and 𝑄𝐿 are acoustic radiation and external load radiation, respectively. For a 

GMI wire load, 𝑄𝐿 = 𝜔𝐶𝑇𝑍𝑔, the return loss for the GMI-IDT sensor can be derived from 

the above model and expressed as 

 RL =  10 log10
𝐺𝑎
2

(𝜔𝐶𝑇) 2+ (𝐺𝑎+1 𝐷√𝜇⁄ )2
                                                      (4.3) 

 

In equation 4.3, the IDT radiation conductance, 𝐺𝑎 and static capacitance, 𝐶𝑇 are 

constant and insensitive to 𝐻𝑎. Thus, the change in return loss, RL, depends on how the 

permeability, 𝜇 of the GMI wire modulates the IDT transduction process (i.e., 𝐺𝑎). The 

sensitivity equation of the proposed GMI-IDT sensor model can be obtained from Eq. 

4.4, as 

𝑆 =
𝜕𝑅𝐿

𝜕𝐻𝑎
 = 
𝜕𝑅𝐿

𝜕𝜇

𝜕𝜇

𝜕𝐻𝑎
=  4.34 {

 (𝐺𝑎+1 𝐷√𝜇⁄ )

𝐷𝜇3 2⁄ [(𝜔𝐶𝑇)2+ (𝐺𝑎+1 𝐷√𝜇⁄ )2]
}
𝜕𝜇

𝜕𝐻𝑎
                (4.4) 

 

Equation 4.4 indicates that the sensitivity of the GMI-IDT sensor depends on the 

change of permeability with the magnetic field (𝜕𝜇/𝜕𝐻𝑎) as well as 𝜔 and  𝐺𝑎. The 

dependence of the permeability of the GMI microwire on an external magnetic field, 𝐻𝑎 

is generally the result of two mechanisms: magnetic domain-wall motion and magnetic 

moment rotation. However, as the operating frequency for the selected sensor design is in 

the high frequency range (MHz range), the domain-wall motion can be neglected, and 
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permeability is affected only by magnetic moment rotation [80]   . The resulting 

transverse permeability (𝜇𝑡𝑟 = 𝜇𝑡𝑟
′  𝑗𝜇𝑡𝑟

′′ ) is a function of frequency; it increases with 

the magnetic field value up to the effective anisotropy field 𝐻𝐾 and exhibits a saturation 

behavior above 𝐻𝐾 [80]   , [81]   . 𝐻𝐾 depends on the material composition and geometry 

of the wire and has the form of 𝐻𝐾 = 2𝐾 𝜇0⁄ 𝑀𝑠, where 𝐾 is the anisotropy constant and 

𝑀𝑠 is saturation magnetization [66]   , [75]   .  

 

 

 

Figure 4.2: Characteristics of the relative transverse permeability of GMI ribbon as a 

function of applied dc magnetic field operated at 100 MHz frequency [81]   . 

 

 

The semi-empirically determined behavior of GMI wire permeability as a 

function of the applied dc magnetic field is shown in Fig. 4.2. This estimation is done by 

scaling the imaginary part of the relative transverse permeability for a GMI ribbon as a 

function of the applied dc magnetic field at 100MHz, as measured in ref. [81]   . The 

sensitivity of the GMI-IDT sensor as a function of the magnetic field can be explained 

according to the permeability characteristics of the GMI wire, which will be discussed 

later in the results section of this dissertation.  
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4.3 Effect of Sensor Parameters on GMI-IDT Sensor Performance 

The proposed sensor design utilizes two sensor elements, a single IDT and a GMI 

wire. The use of a GMI wire as the sensing element in a real industrial environment 

requires consideration of several wire parameters that can affect the accuracy, reliability, 

and stability of the sensor measurement. The IDT parameters can also affect the sensor 

measurement with the appropriate selection of the piezoelectric substrate and orientation, 

the IDT frequency of operation, the number of finger pairs and electrode dimensions such 

that the radiation conductance, 𝐺𝑎 and electrostatic capacitance, 𝐶𝑇 can enhance the effect 

of the GMI impedance change. In this work, the IDT of a previously designed sensor 

device was selected and used to prove the concept. Only the parameters associated with 

the GMI wire are considered for this investigation and are listed below. 

1. Investigation of the appropriate GMI wire length for suitable pairing with the 

selected IDT design 

2. Investigation of stress (wire bending) on GMI wire performance 

3. Investigation of appropriate GMI wire preconditioning procedure to ensure 

sensor stability and repeatability 

4. Investigation of suitable impedance matching of the GMI wire with the IDT to 

maximize the IDT transduction process, hence sensor sensitivity 

4.3.1 Effect of GMI Wire Length on the Sensor Performance 

The GMI effect is significant with large wire permeability, large skin effect hence 

small skin depth, and large resistivity. However, these parameters are strongly dependent 

on microwire geometry e.g., wire length, diameter, distribution of magnetic domains 

across the wire length, etc. [82]   , [83]   . Varying the geometrical dimensions of the 
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microwire can significantly affect the magnetic properties hence GMI behavior. A few 

studies have been conducted to assess the effects of wire length on the GMI wire 

characteristics and it has been found that there exists a critical length for all types of GMI 

wires below which the magnetoimpedance effect was found to decrease [82]   . Since the 

present work involves Co-rich GMI wires, the focus will be on the length effect. Zhukova 

et al. characterize Co-rich microwires with a diameter of about 125 µm and estimated 

critical length of approximately 4 cm. For those wires, the spontaneous magnetic 

properties are lost if the sample becomes shorter than the critical length. Moreover, due to 

the demagnetizing field, the magnetization of the inner core of the Co-rich wires is 

twisted near the wire end whereas it is normally directed along the wire axis throughout 

the full wire length [82]   . It is crucial to find the critical length to avoid demagnetizing 

effect and achieve the highest GMI effect with low electrical resistance. However, for the 

GMI wires with short wire length, there is a trend of formation of closure domains near 

the ends of the wire, which can reduce the GMI effect [82]   , [83]   .  

To avoid that, the GMI wires chosen for this proposed sensor design were taken 

from a long piece of GMI wire and the middle portion of it cut carefully to ensure the 

wire has a good domain wall structure. In addition, the effects of different wire lengths on 

wire impedance were investigated, and the best length was selected for the proposed 

sensor design, which will be discussed in the next chapter along with experimental 

results. 

4.3.2 Effect of Stress or Bending on GMI Wire Performance 

Another important parameter that is investigated is the effect of bending on GMI 

wire properties. Commonly, some magnetically sensitive elements such as induction 
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wires show a trend to enhance the sensitivity when formed into a coil or toroidal 

structure. Efforts have been made to make such toroidal structures using GMI wires 

despite their rigidity. However, it was observed that the GMI effect was reduced 

significantly or almost vanished in those deformed structures. Nabias et al. investigated 

the effect of the bending stress on the GMI wire performance for Co-rich wires [85]   . 

From their analysis, upon bending, the magnetic domain structure formed during 

fabrication is subjected to a deformation hence reducing the GMI effect and sensitivity. 

The applied stress due to the deformation leads to a decrease in the number of magnetic 

domains and an increase in the domain width. As a result, the mobility of the domain wall 

is reduced, which eventually reduces the permeability hence the sensitivity of the wire. 

However, for smaller stress, the circumferential domain structure of the GMI wire may 

be refined and could increase the magnitude of the GMI effect. As a result, the GMI 

wires are preconditioned by applying smaller stress called stress annealing [86]   , [87]   .  

4.3.3 GMI Wire Preconditioning Methods for Maximizing Sensor Stability 

For GMI wires, the formation of the domains and magnetic anisotropies are the 

result of the complex internal stress imposed during the fabrication process. However, the 

unique domain structure of such prepared GMI wires is very unstable and changes their 

magnetic properties with time (aging) and other environmental effects [88]   , [89]   . 

Therefore, further investigation of the magnetic properties using different kinds of 

preprocessing such as annealing is essential to enhance the sensitivity and ensure the 

repeatability of the sensor. 

A simple and classical method of tailoring the structure of GMI wires is by 

adequate thermal treatment. The temperature dependence of the GMI wires and ribbons 
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were explored by several researchers: Kim et al. [88]    investigated the 

magnetoimpedance properties for Co-rich GMI ribbons for various temperatures (10K – 

300K) while operated at different frequencies; Knobel et al. [89]    investigated the 

magnetic behavior of Fe-rich GMI wires on annealing in the range of 500-600°C for 1 

hr.; Aichi steel company developed a commercially available magnetic sensor, which is 

subjected to thermal treatment at a temperature between 500-600°C for only 4 to 10 sec 

[86]   , [88]   , [89]   . GMI wires were preconditioned by applying dc and ac current 

through the samples[90]   , [92]   . By controlling the amplitude of the annealing current, 

annealing time, and cooling conditions, it is possible to achieve a stable magnetic 

anisotropy and domain structure. Pirota et al. explored the GMI wire behavior while the 

samples are heated by applying a constant current and different tensile stress; the effects 

were analyzed to estimate the rate of crystallization [93]   . From the above literature 

review, it has been found that with proper selection of the annealing method it is possible 

to change the complex distribution of internal stress of the GMI wire. Moreover, proper 

annealing will help to induce circular anisotropy, preferably vortex structure, which 

consists of a single domain and allows more reproducible magnetic properties compared 

to untreated GMI wires [86]   , [91]   .      

4.3.4 Investigation of Suitable Matching Elements of the IDT to Improve Sensor 

Sensitivity 

Earlier in this chapter, a detail model of the GMI-IDT sensor was described along 

with the sensitivity equation. However, to improve the sensitivity, the basic sensor design 

is further modified. This investigation was required for the intended application since 

small changes in magnetic field need to be measured, and the modified design is tested in 

monitoring the magnetic properties of EV-type Li-ion battery cells. For a GMI wire-
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loaded IDT configuration, (shown in Fig. 4.1) resonance occurs in the system because of 

the inductive effect from the GMI wire and the capacitive effect from the IDT. Also, the 

inductive effect of the GMI wire increases upon the application of the dc magnetic field 

and a part of it is compensated by the capacitance of the IDT.  

Thus, in the modified sensor design, efforts have been made to compensate all the 

capacitive effect that originated from the IDT and the other circuit elements with an 

appropriately selected matching circuit. Incorporation of the matching circuit with the 

sensor design confirms all the capacitive effects are compensated for properly, leaving 

only the inductive effect from the GMI wire present in the sensor circuit. Thus, the 

transduction process of the IDT is affected only when the GMI wires are exposed to an 

external magnetic field, resulting in an increase in the sensitivity of the sensor. The 

sensor design is modified with particular attention to the operating frequency of 104 MHz 

as this is the frequency the IDT is designed for [95]   . The characterization results of the 

modified GMI-IDT sensor will be presented in the results and discussion chapter of this 

dissertation. 

4.4 Principle of Battery Internal State Monitoring via Magnetic Sensing 

This section will describe the underlying principle of the magnetic properties of 

Li-ion batteries using a magnetic field distribution model.  As battery internal state is 

proportional to the magnetic properties of the battery, determination of these properties 

can be linked directly to the internal state (e.g., charge capacity, SOC, etc.) of the battery.  

4.4.1 Model for Magnetic Field Distribution of Li-ion Batteries 

The magnetic susceptibility, 𝜒 =  𝑀 𝐻⁄ , is a measure of how much a material will 

become magnetized in an applied magnetic field, where 𝑀 is the magnetization 
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(magnetic moment per volume unit) and 𝐻 is the intensity of the applied magnetic field 

[94]   . Generally, magnetic susceptibility measurement involves placing the sample in a 

reference magnetic field and measuring the small magnetic field distortion induced by the 

sample’s magnetic susceptibility via a magnetic field sensor [28]   . This principle can be 

visualized using the magnetic field distribution model shown in Fig 4.3. 

 

 

Figure 4.3: Magnetic field distribution of the reference permanent magnet in response to 

battery’s magnetic susceptibility (a) for fully discharged state (b) for fully charged state 

 

 

Consider a Li-ion battery cell with a reference magnet (permanent magnet in this 

case) attached to the surface of the battery as shown in Fig 4.3. Assume that, initially, the 

battery is in completely discharged state, thus, the magnetic susceptibility of the battery is 

very low. The magnetic field distribution around the permanent magnet in this case is 

nearly undistorted as shown in Fig 4.3 (a) and the magnetic susceptibility in this case is 

𝜒1. Upon charging from this state, the active material (Li-ion) is extracted from the 

positive electrode, which changes the oxidation state of the transition metal. This leads to 

a change in the magnetic moments of the transition metals, hence an associated change in 

the magnetic susceptibility, and the latter becomes 𝜒2 for a fully charged battery as 
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   (b)
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shown in Fig 4.3 (b), where 𝜒2 > 𝜒1. Due to the change in magnetic susceptibility, the 

magnetic field distribution around the permanent magnet will be distorted as shown in 

Fig 4.3 (b) from its initial state as shown in Fig. 4.3 (a). Except for single crystals, it is 

known that the magnetic susceptibility is a scalar quantity; thus, the distortion of the 

magnetic field does not depend on the direction of the magnetic field. Since the electrode 

material of the battery is paramagnetic, the magnetic field of the reference magnet is 

pulled by the electrode material and the field distribution extended towards the battery. 

By subtracting the magnetic fields of the reference magnet from (b) to (a) a total change 

in magnetic field caused by the change in battery magnetic susceptibility can be inferred. 

Using this setup, if a magnetic sensor having high sensitivity in the low magnetic field 

range is placed in an optimum position relative to the reference magnet and the battery, it 

is possible to track the minute change in magnetic field caused by the change in battery 

magnetic susceptibility, which can be linked to the battery internal state. The above 

approach will be used when the proposed sensor is implemented for monitoring battery 

internal state. 

4.4.2 Impact of the Strength of the Reference Magnet in Monitoring Batteries 

Magnetic Properties 

From the model presented above, we have learned that the magnetic field of the 

reference magnet will be distorted with the change in magnetic susceptibility of the 

electrode material during charging and/or discharging. However, the distortion of the 

magnetic field of the reference magnet is not only depending on the overall change in 

magnetic susceptibility of the battery but also the strength of the reference magnetic field. 

It has been shown experimentally that if the magnitude of the reference magnetic field is 

small, and the sensor is placed far from the sample, the detected change in magnetic field 
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could be much smaller (~ 100s of pT) [28]   . Generally, the overall change in magnetic 

susceptibility of the battery material from a fully discharged state to charged state is very 

small [26]    thus, one way to maximize the distortion of the reference field is the selection 

of strong reference magnetic field. A quantitative analysis will be presented here to 

elaborate the impact of the strength of the reference magnetic field in the detection of the 

battery’s magnetic susceptibility.                                                                                                                                                                                                                                                                                                                                                                                                                                        

Theoretically, the overall change in magnetic susceptibility from a fully 

discharged to a charged battery is 𝛥𝜒 =  𝜒2  𝜒1 = 0.8 × 10
−3 S.I. units and the 

associated change in magnetic flux is 0.0798% [26]   . Also, from T. Gallien et al., the 

experimental overall change in magnetic susceptibility from a fully discharged to a 

charged battery is ∆𝜒 = 2.27 × 10−4 S.I. units and the associated change in magnetic 

flux is 0.0227% [94]   . If a permanent magnet has the strength of 170 mT, the calculated 

change in magnetic field around the permanent magnet is approximately 135 µT for a 

change in magnetic flux of 0.0798% and 38.6 µT for a change in magnetic flux of 

0.0227%. Note that 170 mT is the strength of a NdFeB magnet, which will be used later 

as reference magnetic field for the magnetic measurement of the battery. The calculated 

field values: 135 µT and 38.6 µT are the upper limits for the maximum change that the 

magnetic sensor could possibly see for the selected reference magnetic field. Based on 

the above, an optimum geometry of the of the experimental setup for battery 

measurement is developed, which will be discussed in the following chapter. 

4.4.3 Impact of the Packaging Material in Monitoring Batteries Magnetic 

Properties 

Another important factor of concern is the impact of packaging material in 

monitoring battery magnetic properties. The most common packaging material used for 
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cylindrical and prismatic cells are hard metallic enclosures whereas, for pouch cells, the 

packaging material consists of conductive multi-layer foils. Furthermore, for a multi-cell 

battery pack construction, often compression plates are used to provide additional 

mechanical pressure to the battery, which helps to prevent battery swelling [25]   .  

In this research, efforts have been made to track the change in magnetic 

susceptibility of the battery electrode material using a commercially available portable 

magnetic susceptibility meter (model: KT-10) having a sensitivity of 10−7 S.I. units. One 

of the objectives in the present work is to quantify the magnetic susceptibility of the 

electrode material for a fully charged and discharged battery. However, it was found that 

the susceptibility meter is based on ac technology (an ac coil is used to probe the sample) 

with an operating frequency of 10 kHz [97]   . At this frequency, the conducting 

packaging material acts as a Faraday cage and prevents the susceptibility measurement of 

the battery electrodes using commercially available susceptibility meters. An alternative 

way to measure battery magnetic susceptibility is using dc magnetic field sensing. Since 

the proposed GMI-IDT magnetic sensor is based on dc magnetic field sensing, it can be 

used in monitoring the magnetic properties of a Li-ion battery cell or a Li-ion multi-cell 

battery pack regardless of the packaging material type.  

4.5 Equipment and Instrumentation 

4.5.1 GMI-IDT Sensor 

The sensor device used to implement the proposed sensor is a multielectrode IDT 

pattern deposited on a piezoelectric substrate (36° YX-LiTaO3) [95]   . The device has an 

electrode finger width of 5 µm, a periodicity of 120 µm, a basic operating frequency of 

34 MHz, and harmonics at about 68, 104, and 138 MHz. The GMI wires used in this 
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work consist of amorphous Co71Fe4Si14.5Nb4B6.5 fibers of about 30 µm in diameter [80]    

and were obtained from MXT, Montreal, Canada is shown in Fig 4.4. 

 

 

 

Figure 4.4: A sample of the Co-rich GMI wires used in the sensor implementation 

 

 

The single IDT of the sensor device is used to implement the GMI-IDT sensor. An 

insulating tape is used to cover the delay lines of the device to attenuate the acoustic 

transmission between the IDTs.  The single IDT of the device was connected in parallel to 

the GMI wire as shown in Fig 4.5. A network analyzer (Agilent E5061B, Santa Clara, 

CA) was used to measure the impedance spectra and insertion loss of the GMI-IDT 

sensor device as a function of magnetic field strength for different SAW harmonic 

frequencies.   

8 mm

Single GMI wire

Several GMI wires
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Figure 4.5: GMI-IDT sensor device 

 

 

4.5.2 Magnets and Electromagnet 

To characterize the GMI-IDT sensor, several magnets and electromagnets were 

used. The constant magnetic field was applied using three different permanent NdFeB 

magnets exhibiting different magnetic strengths. The images of permanent magnets are 

shown in Fig 4.6 (a). An electromagnet is used to apply the magnetic field with varying 

field strength as shown in Fig. 4.6 (b). The electromagnet (model number: BDE-1212-12, 

operating voltage: 12 V, pull force: 18 kg) has a good resolution in the weak field range. 

To vary the magnetic field strength of the electromagnet an Agilent E3631A power 

supply was used. Furthermore, a gaussmeter (model number: GM-1-ST DC) from 

Alphalab Inc. is used to measure the magnetic field of the permanent magnets and the 

electromagnet during experiments. 

Zoomed in

single IDT
Insulating Tape

GMI wire
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Figure 4.6: (a) Permanent magnets (b) Electromagnet  

 

 

4.5.3 Faraday Cage 

Since the sensor is sensitive to a dc magnetic field and the operating frequency is 

in the RF range, it was assumed that the sensor is not affected by the background 

magnetic field generated by other instruments present in the lab as they are operated 

through the power cables at grid frequency (60Hz). However, to ensure any other 

background magnetic field noise is not interfering with the sensor measurement, the 

characterization of the GMI-IDT sensor was performed inside of a Faraday cage. The 

      

    

    

           Small

• Large magnet: approximate pull 6 lb (2.8 kg ~ 170.36 mT)

• Medium magnet: approximate pull 11 oz (0.31 kg ~ 42.53 mT)

• Small magnet: approximate pull 7 oz (0.2 kg ~ 22.21 mT)
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cage was built in the Microsensor Research Lab by modifying an aluminum truck toolbox 

with a size of 59.4 (L) × 40.6 (T) × 45.7 (W) cm and a thickness of about 0.127 cm.   

4.5.4 Li-ion Batteries and Battery Tester 

There are two types of NMC (lithium nickel manganese cobalt oxide) Li-ion 

batteries used in the magnetic measurement. They are the BEV pouch cell and the PHEV 

cell. The BEV pouch cells are manufactured by LG company and are used in Battery 

Electric Vehicles (BEV). They have a capacity of 15 Ah and a size of 226 (L) × 5.45 (T) 

×164 (W) mm. The PHEV cells are manufactured by Panasonic company and are used in 

Plug-in Hybrid Electric Vehicles (PHEV). They have a pure NMC cathode with the 

general formula LiNixCoyMnzO2; where, x = 0.33, y = 0.33, z = 0.33. They have a 

capacity of 25 Ah with a size of 148 (L) × 26.5 (T) × 91 (W) mm. Generally, for EV- type 

Li-ion batteries, compression plates are used to prevent cell swelling and to ensure a 

uniform pressure distribution to the cell surface.   

For performing battery measurements, a portable battery and cell test system 

(Mint MS7520 battery tester) is used. This tester model consists of two channels and can 

test and evaluate power generation, storage, and drive technology of Li-ion cells and 

batteries. The tester is controlled by proprietary software used to write the test-flow 

program and monitor and collect measurement data in real-time.  

4.6 Experimental Procedure 

4.6.1 GMI-IDT Sensor Characterization 

Proper device surface cleaning should be performed to ensure that the IDT 

performance is reproducible. The cleaning procedure used in this work is described in 

[96]   . A solder connection is used to fix the GMI wire in parallel with the IDT and 
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mounted in place on a sensor board for measurements (as shown in Fig 4.5). The initial 

characterization of the GMI-IDT sensor was performed inside a Faraday cage using an 

electromagnet as described above. A diagram of the experimental setup is shown in Fig 

4.7.  

 

 

 

Figure 4.7: Schematic view of the experimental setup for the characterization of the 

GMI-IDT sensor using an electromagnet 

 

 

To achieve maximum influence on the magnetic properties of the GMI wire, the 

magnetic field is applied parallel to the GMI wire, as described in the literature [84]   . 

Sensor return loss as a function of varying magnetic field is collected using a network 

analyzer in 10 second intervals. This setup is also used for the investigation of sensor 

parameters associated with the GMI wire.  

4.6.2 GMI Wire Parameter Characterization 

To investigate the effect of GMI wire length on sensor performance, several GMI 

wires of different lengths are selected in the range of 3 mm – 10 mm. Each selected wire 

length is connected appropriately to each IDT, and the impedance response of each GMI-
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IDT sensor is characterized for varying magnetic field and data was collected using the 

network analyzer. 

To investigate the effect of bending on GMI performance, long pieces of GMI 

wires were taken and formed into coil shape with one or two loops. It is noted that the 

GMI wire displays some degree of rigidity, and as a result, the formed coil has to be 

maintained with a tape. The GMI coils are then connected to a similar type of sensor 

board as shown in Fig 4.5. The impedance response of the GMI coil was characterized 

without and with applied magnetic field (a permanent magnet of strength 170 mT) and 

data were collected using the network analyzer.  

For maximizing sensor stability, several preconditioning methods for GMI wires 

are investigated experimentally, which consist of:  

• Thermal annealing: For the thermal annealing process, several GMI wires 

were heated inside an environmental chamber at 50°C or 100°C for 30 mins 

followed by another 30 min of relaxation time. Next, the thermally annealed 

wire is connected to the IDT, and the return loss response of the sensor is 

characterized for varying magnetic field over an extended period of time. 

• Current annealing: For current annealing, several GMI-IDT sensors were 

prepared each with an untreated GMI wire on it. A selected amplitude of RF 

current (between 1.5 – 2 mA) was applied to each sensor device by adjusting 

the output power of a network analyzer. The bandwidth of the applied current 

is selected for 60-210 MHz. The annealing time is selected between 4-15 min 

followed by a relaxation time of 10 min. Next, the return loss response of each 

sensor device is characterized for varying magnetic field. 



72 

 

• Magnetic field annealing: In magnetic field annealing, a constant magnetic 

field of 1.5 mT is applied using an electromagnet to an untreated GMI wire 

connected to an IDT. The direction of the applied magnetic field was kept 

parallel with respect to the wire axis. Using this procedure, several GMI wires 

were annealed with annealing time between 8-10 min followed by a relaxation 

time of 10 min. The return loss response of each sensor device is characterized 

for varying magnetic field and data was collected using the network analyzer. 

• Simultaneous current and magnetic field annealing: several untreated wires 

were subjected to simultaneous magnetic field and current annealing while 

each of them is connected to a separate IDT. A constant RF current (1.5 mA, 

bandwidth: 50-150 MHz) and a constant magnetic field (1.5 mT, parallel to 

the easy axis of the wire) is applied to the wire by using a network analyzer 

and an electromagnet, respectively. The annealing time is selected between 8-

10 min followed by a relaxation time of 10 min. The return loss response of 

each sensor device is characterized for varying magnetic field and data was 

collected using the network analyzer. 

Next, the preconditioned device is further modified by including a matching 

element with the basic GMI-IDT sensor device to improve sensor sensitivity. The 

selection procedure of the appropriate sensor preconditioning method and matching 

component will be described in the next chapter along with experimental results. 

The measurement of the return loss response of the impedance matched and 

preconditioned devices was performed using an electromagnet and was recorded using 

the network analyzer. Only sensors which show repeatable responses for several months 
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are considered suitable for use. The repeatable device is then used in monitoring the 

internal state of two types of Li-ion battery cells.  

4.6.3 Battery Internal State Characterization using GMI-IDT Sensor 

Fig. 4.8 represents the experimental setup that was used to characterize the 

internal state of a BEV pouch cell with the GMI-IDT sensor. Note that the same setup 

was used for monitoring the internal state of a PHEV cell. For testing BEV/PHEV battery 

cells, the sensor is placed in close proximity to the battery. After connecting the battery to 

the battery tester and the sensor to the network analyzer, the battery is cycled for selected 

charge time and selected discharge time depending on the battery type. Measurements 

consist of enough cycles to take the battery from the fully discharged state to fully 

charged for charging measurements, and vice versa for discharging measurements. Data 

is collected at the end of a rest step after each charging/discharging step to ensure that the 

battery has had adequate time to rest, thus ensuring that the equilibrium open circuit 

voltage is reached. Measurements are conducted in this manner over time to quantify 

sensor repeatability. All the measurements were performed at room temperature. 
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Figure 4.8: Experimental setup of BEV Pouch cell measurement with GMI-IDT 

sensor 

 

 

4.7 Summary 

In this chapter, a detailed model of the GMI-IDT sensor was presented. To 

enhance sensitivity, stability, and repeatability, an investigation of the sensor parameters 

was performed, which was discussed with respect to the GMI wire properties and the IDT 

transduction process. A literature review of several types of preconditioning methods of 

the GMI wire was presented. Furthermore, a detailed discussion of the materials and 

procedures was presented along with the experimental setup. In the next chapter, the 

experimental results and discussion will be presented. 
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5. RESULTS AND DISCUSSIONS 

 

 

5.1 Introduction 

In this chapter, the experimental results for the GMI-IDT sensor characterization 

will be presented and analyzed. The proposed sensor is implemented for magnetic field 

measurements of two types of Li-ion batteries. Using the sensor responses, the internal 

state of the batteries is extracted, and a correlation is established with the underlying 

battery electrochemistry.                            

5.2 Characterization of GMI-IDT Sensor 

The frequency dependence of the return loss characteristics of the GMI-IDT 

sensor was described using an equivalent circuit model in chapter four. The measured 

loss is shown in Fig 5.1 for different field strengths.  

 

 

 

Figure 5.1: Frequency dependence of the loss of GMI-IDT micromagnetic sensor for 

external magnetic field 𝐻𝑎 = 0 to 440 µT 

 

 

Responses are shown for varying magnetic field, 𝐻𝑎, ranging from 0 µT to 440 

µT. For field values up to 310 µT, the largest change in return loss is observed; beyond 
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these values, the sensor response reaches a saturation region [106]   . This effect can be 

related to the permeability characteristics of the GMI wire as given in equation 4.3. 

Moreover, Fig. 5.1 illustrates that with increasing magnetic field, the increasing 

impedance mismatch between GMI wire and IDT leads to a slight shift in the IDT center 

frequency. Thus, the loss at the saturation magnetic field approaches that of an unloaded 

IDT. The sensor is also characterized at higher frequencies using harmonics of the IDT. 

The measured changes in loss and sensitivity responses of the GMI-IDT sensor for three 

different frequencies of operation are presented in Fig. 5.2 (a) and (b), respectively. The 

observed sensitivity peaks in Fig. 5.2 (b) are due to the complex permeability behavior of 

the GMI microwire (see section 4.2) [106]   .  

 

 

 

Figure 5.2: GMI-IDT micromagnetic sensor response (a) change in loss and (b) 

sensitivity as a function of magnetic field for different IDT frequencies 
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5.3 Characterization of Different GMI Wire Parameters 

To enhance the sensitivity and ensure the repeatability of the proposed sensor, 

several parameters associated with the GMI wires were investigated. First, the effect of 

stress (i.e., bending) on the GMI wire performance is investigated. To identify the most 

suitable wire configuration, the impedance characteristics of both straight mounted and 

coiled GMI wires were measured. Results for each wire are given in Table 5.1. Note that 

lower impedance is desired for a larger GMI effect, hence straight-mounted wires are 

selected. 

 

 

 

Table 5.1: Measured impedance of coil shaped and straight GMI wires 

 

 

GMI wire impedance was monitored over a period of several days to observe any 

changes in GMI wire impedance. It has been found that with the application of a static 

magnetic field of 170 mT, only minimal change in impedance of the wire is observed, 

indicating a small reduction in the GMI effect. As there is no quantifiable measure of 

tolerable stress for GMI wires beyond what is described above, it is ensured throughout 

this work that GMI wires are mounted straight and stress-free. 

GMI Wire Measured Peak 
Impedance (Ω)

Frequency of the Peak Impedance 
(MHz) 

Coil with 1 loop 3769 129

Coil with 2 loop 990 145

Straight wire 93.30 176.5
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Following the analysis of the effect of stress on GMI wire impedance, selection of 

an appropriate length is required. For implementation in the proposed sensor design, the 

selected GMI wire length should cause maximum change in the overall impedance of the 

sensor, thus effectively modulating the IDT transduction process. For that purpose, 

several GMI wires with length varying from 3 to 10 mm were selected for 

characterization in the initial design of the GMI-IDT sensor for varying magnetic field 

strengths, the results of which are presented in Fig. 5.3. 

 

 

 

Figure 5.3: Change in impedance of GMI-IDT sensor as a function of magnetic field 

for GMI wire lengths between 3-10 mm at 104 MHz [98]    

 

 

As seen in Fig. 5.3, the largest overall change in impedance of the sensor is observed for 

the 3-mm GMI wire. Particularly important is that the largest magnitude change occurs in 

the low magnetic field region (below 0.5 mT), which is critically important for our 

selected application. For GMI wire lengths greater than 5 mm, changes in impedance are 

smaller in magnitude, thus only wire lengths 5 mm or lower are selected for use in this 

work. 
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To further characterize the GMI-IDT sensors with respect to wire length, two 

lengths are selected based on the results above and characterized for the previously used 

IDT synchronous frequencies (see Fig. 5.2). The results of this characterization are 

shown in Fig. 5.4 for the 3-mm and 5-mm GMI wire lengths. 

 

 

 

Figure 5.4: Impedance responses of the GMI-IDT sensor to magnetic field for (a) 3 

mm, (b) 5 mm GMI wire lengths [98]   . 

 

 

In both cases, there is a sharp change (increase or decrease) in impedance, which is 
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applied magnetic fields for the 68 and 104 MHz frequencies when compared to the 5 mm 

wire length. This response confirms that high sensitivity can be achieved in various field 

ranges depending on the microwire length and operating frequency [98]   . At 138-MHz 

the magnetoimpedance is very small, as this is the weakest coupling frequency for this 

specific IDT design. Note that while a higher slope (i.e., higher sensitivity) is observed 

for the 3 mm wire length, the 5 mm wire still shows good sensitivity over a wider range 

of magnetic fields, which could be advantageous for some applications. Similar 

characterization was performed for the wire lengths ranging from 6 mm to 10 mm. 

Furthermore, analysis of the dc resistance of the GMI wires as a function of length has 

been performed. It is observed that for increasing wire length, a corresponding increase in 

dc resistance is also observed, which is not desirable in this sensor configuration. As 

discussed previously, large resistances and impedances can impede current flow through 

the GMI wire and negatively impact the IDT transduction process. Therefore, it is 

desirable to minimize the dc resistance of the wire. It has been found that a dc resistance 

of 8-12 Ω is observed for GMI wire lengths between 3-5 mm, indicating that this range of 

lengths is suitable for the proposed sensor design and will be used for the remainder of 

this work. The practical importance of the shorter length is that the wire can be ideally 

used for designing miniaturized magnetic sensing devices, which are required for various 

applications. 

In addition, for the responses shown in Fig. 5.4, the sensor is characterized for 

both the positive and negative directions of the applied magnetic field. As can be seen, 

the sensor response is symmetric, indicating that the sensor responds regardless of the 

direction of the applied magnetic field. 
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Another important factor investigated here are appropriate preconditioning 

methods for GMI wires to maximize the stability and ensure the repeatability of the 

sensor. Several preconditioning methods were investigated as discussed in chapter 4, and 

the experimental results of each are presented and discussed below:   

• Thermal annealing: Prior to mounting the GMI wire to the IDT, the 50°C 

thermal annealing process described in chapter 4 was used to precondition the 

GMI wire. Fig. 5.5 shows the return loss of the resulting GMI-IDT sensor at 

the selected operating frequency. Note that after the first day of operation, a 

significant reduction in return loss is observed, indicating that this 

preconditioning method is not suitable for use with the GMI wire. Similar 

sensor responses were also observed for the sensor with the GMI wire 

annealed at 100°C. Based on these results, it has been determined that thermal 

annealing of the GMI wires is not suitable for this work. 

 

 

 

Figure 5.5: Return loss responses of the GMI-IDT sensor consisting of 

thermally annealed (50°C) GMI wire at 104 MHz 
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• Current annealing: The GMI-IDT sensors subjected to the current annealing 

method were characterized with varying magnetic field. From the return loss 

responses of several sensors with current annealed GMI wires, no observable 

pattern of repeatability was present. While several sensors were repeatable for 

several weeks, a sharp decrease in dc resistance was observed resulting in 

non-repeatable behavior. Similar behavior was observed in ref. [90]   . 

• Magnetic Field annealing: The GMI-IDT sensors subjected to the magnetic 

field annealing method were characterized with varying magnetic field. As the 

return loss response for the sensors shows non-repeatability over several days, 

other methods were investigated here. 

• Simultaneous magnetic field and current annealing: several sensor devices 

were subjected to simultaneous magnetic field and current annealing with 

varying annealing time. The annealing process is followed by a fixed 

relaxation time of 10 min, ensuring the wires have enough time to redistribute 

internal stress and/or orientation [88]   . DC resistance for each sensor 

preconditioned with this method has been tracked as an indicator of 

repeatability. The GMI-IDT sensors with GMI wires subjected to this 

preconditioning method are shown in Table 5.2, with the associated wire 

length and initial dc resistance included. 
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Table 5.2: Parameters associated with the simultaneous current and magnetic 

field annealing of GMI-IDT sensors 

 

 

Note that for the majority of the tested sensors, repeatability is observed for 

several months up to one year. Fig. 5.6 shows the average sensor return loss at 

104 MHz measurement frequency for device 3 in Table 5.2. Note that this 

device was selected as an example, and that all devices considered repeatable 

showed similar return loss characteristics. This device shows repeatable 

responses with relatively low error (as shown with the error bars, representing 

standard deviation of the measurement responses) over a period of 1 year, 

with large changes in return loss in the targeted low magnetic field region. 

GMI-IDT 
Sensor 

Microwire 
Length, l, 

(mm)

dc 
Resistance, 

RDC, (Ω) 
(At start)

Annealing 
Current, Ia, 

(mA)

Annealing 
Field, Ha, 

(mT)

Annealing 
Time, ta, 

(min)

Frequency 
of Ia, f, 
(MHz)

Repeatability

1 4 11.9 1.63 1.5 10 50-150 8 months

2 4 9.9 1.5 1.5 10 50-150 6 months

3 5 8.0 1.5 1.5 8 50-150 12 months

4 4 9.45 2 1.5 4 50-150 50 days

5 5 7.5 2 1.5 8 50-150 64 days
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Figure 5.6: Average sensor response of the GMI-IDT sensor (device 3 in 

table 5.2) at 104 MHz  

 

 

To visualize sensor repeatability, dc resistance for devices 3 and 5 are plotted 

together in Fig. 5.7. Note that while the resistance of device 3 remains 

relatively stable for the lifetime of the sensor, a large drop in resistance is 

observed for device 5 at 50 days. This indicates potential crystallization inside 

of the GMI wire of device 5, resulting in non-repeatability of sensor 

responses. 
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Figure 5.7: Comparison of dc resistance profile of a repeatable and a non-

repeatable device (device 3 and device 5, respectively in table 5.2)   

 

 

Other possible reasons for non-repeatability include aging of the wire and 

variations in the internal stress distribution resulting from the annealing 

process. As a large number of the sensors annealed using this method show 

repeatable responses, this annealing method is selected for preconditioning the 

GMI wires used in the final sensor design. 

5.4 Characterization of Matched GMI-IDT Sensor  

To enhance the sensitivity of the designed sensor, the basic sensor design is 

further modified using the impedance matching technique described in chapter four. At 

first, the equivalent capacitance of the IDT and other elements was extracted by using a 

network analyzer. From this approximated capacitance value, using an RF impedance 

matching calculator [105]   , an approximate value for matching inductors and capacitors 

was estimated. Several inductances and capacitances were tested in series and parallel 

configurations, and it was found that only series inductances in the range of 22–39 nH 
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result in good matching. Fig. 5.8 shows the schematic diagram of the GMI-IDT sensor 

with a matching inductor. 

 

 

 

Figure 5.8: Modified design of GMI-IDT sensor with matching inductor  

 

 

The impact of the matching inductor can be explained using Smith chart analysis 

of the GMI-IDT sensor. Fig 5.9 shows the Smith chart for a matched sensor with a 

matching inductor of 27 nH (selected from the above-mentioned inductor range) 

operating at 104 MHz frequency. The matching element compensate all the capacitive 

effects in the system, resulting in a purely inductive sensor impedance, which is directly 

related to the GMI wire inductance as shown in Fig 5.9 (a).  

 

 

 

Figure 5.9: Smith chart analysis of a GMI-IDT sensor with matching inductor (a) no 

external magnetic field (b) under saturation magnetic field. The marker position marks 

the frequency of operation (104 MHz) of the GMI-IDT sensor 
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As seen in Fig. 5.9 (b), the sensor impedance approaches the neutral line under 

the saturation magnetic field condition, implying that only the GMI wire impedance is 

modulating the IDT transduction process until saturation. Beyond saturation, current 

flows primarily through the IDT and matching inductor, resembling the response of a 

perfectly matched IDT. Therefore, to modify the GMI-IDT sensor, a matching inductor 

should be chosen to eliminate the capacitive effects of the sensor elements. Several 

designs were modified with the proposed technique, and all were found to be highly 

sensitive compared to the unmatched GMI-IDT sensor.  

 

 

 

Figure 5.10: Measured sensitivities of GMI-IDT sensors for unmatched and matched 

sensor designs operated at 104 MHz frequency. 

 

Fig 5.10 shows the extracted sensitivities of a matched and unmatched GMI-IDT 

sensor [107]   . The sensor is matched using a series inductor with an experimentally 

determined inductance value of 27 nH. The observed peak sensitivity of the unmatched 

GMI-IDT sensor is 0.12 dB/µT, whereas for a matched GMI-IDT sensor the peak 

sensitivity is 0.27 dB/µT confirming that the addition of the matching element 
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significantly increases the sensitivity of the sensor, with peak sensitivity observed at 60 

µT. The immediate application of the proposed sensor is to track the changes in magnetic 

susceptibility of Li-ion batteries, which are expected to be very small of the order of 

(0.8 × 10−3 SI unit) [26]   .  As such, the sensitivity of the matched sensor indicates that, 

provided a reference magnetic field of sufficient strength is used, this sensor is 

appropriate for the intended application. 

 

 

 

Figure 5.11: Responses of matched GMI-IDT sensor for applied magnetic field ranging 

from 58 to 81 µT 

 

 

Furthermore, to establish linearity and frequency dependence of the sensitivity the 

sensor is calibrated in smaller magnetic field value steps around the peak sensitivity 

value. Results of this linearity characterization are shown in Fig. 5.11 for magnetic field 

values between 58 and 81 µT, measured in 2 µT steps [107]   . Small variations in the 

IDT synchronous frequency are observed with changing magnetic field strength (similar 

to Fig. 5.1), resulting in a peak sensitivity observed at 104.41 MHz.  
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Figure 5.12: Observed linearity of sensor response at 104.41 MHz  

 

 

After identifying a suitable frequency of operation, the sensor is calibrated for 

linearity across the previously indicated magnetic field strengths. Results of this linearity 

analysis are shown in Figure 5.12, with both the measured sensor loss value and the 

equivalent sensor response on a voltage scale. It is noted that the observed linearity of the 

response at the selected frequency is good, and thus will provide high accuracy in the 

magnetic sensor measurement. 

5.5 Implementing GMI-IDT Sensor for Monitoring Battery Internal State  

The proposed GMI-IDT magnetic sensor is designed to monitor the internal state 

of the Li-ion battery in a direct and non-invasive manner. As the first step towards this 

goal, two types of Li-ion batteries are selected to characterize their internal state using the 

designed GMI-IDT sensor. In this section, the responses of the GMI-IDT sensor in 

monitoring the internal state of Li-ion cells used in Battery Electric Vehicles (BEV) and 

Plug-in Hybrid Electric Vehicles (PHEV) will be presented. In addition, the identification 

of an appropriate experimental setup for those measurements will be discussed.   
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5.5.1 Optimum Geometry of the Experimental Setup for Battery Measurement 

Appropriate placement of the reference magnetic field and sensor relative to the 

battery cell is critical to this work to quantify the minute variations in magnetic properties 

during battery cycling. Therefore, efforts have been made to explore several different 

geometries using reference magnets with different field strengths. The designed sensor 

and reference magnets were placed in various locations on each type of the Li-ion cell in 

order to find the best geometry for future battery measurements. The configuration that 

was found to give the highest sensitivity to changes in batteries magnetic properties is 

shown in Fig 5.13 for the PHEV cell. Note that a similar configuration will be used for 

the BEV Pouch cell. 

 

 

 

Figure 5.13: Schematic diagram of the optimum geometry for measuring PHEV cell 

internal state using GMI-IDT sensor  

 

 

In this configuration, two permanent magnets with opposing magnetic fields are 

used to provide the reference magnetic field, with the sensor placed between the magnets. 
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The magnets and sensor are placed such that the sensor will operate in the highly 

sensitive region identified previously (60 µT). During battery cycling, this reference 

magnetic field will be perturbed by the changes in magnetic properties of the electrode 

materials. The magnitude of the perturbation depends on the overall change in magnetic 

properties of the battery and the strength of the reference magnetic field. The use of 

strong permanent magnets as a reference static field will ensure that any change in the 

magnetic properties of the battery will result in relatively large sensor response provided 

that the sensor is operated in its dynamic range. Thus, the presence of background dc 

magnetic field (e.g., the geomagnetic field) will not affect the magnetic measurement of 

the battery. For this experiment, all compression plates were removed from the battery to 

ensure a close proximity between the battery, sensor and reference magnets. 

5.5.2 BEV Pouch Cell Measurement using GMI-IDT Magnetic Sensor 

Using the geometry presented in the previous section, the internal state of a Li-ion 

pouch cell has been measured using the proposed GMI-IDT magnetic sensor. 

Measurements consist of 10 loops, where each loop has one charge step of 15 mins 

followed by a rest step of 40 mins. Rest time is constrained to a minimum of 30 minutes, 

as this is required for accurate estimation of battery OCV [28]   . The charging current 

used for this measurement is 5 Amps. The measurement procedures are selected as such 

to ensure that the battery will go from a fully discharged state to a fully charged state. The 

terminal voltage of the battery and the GMI-IDT sensor response are collected 

simultaneously for the entire measurement to measure the battery’s magnetic properties 

across a charge cycle. 
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Figure 5.14: BEV pouch cell charging measurement (a) voltage profile (b) corresponding 

GMI-IDT sensor response at 104.41 MHz 

 

 

The voltage profile and corresponding sensor response for a BEV pouch cell 

charging measurement are shown in Fig 5.14. The red dots indicate data taken at the end 

of each rest step, ensuring the battery reaches an equilibrium state and there are no effects 

associated with the charging current on the magnetic field. Using these data, the internal 

state of the battery can be extracted from the battery OCV and the measured response of 

the GMI-IDT sensor. 

The measured data from the sensor response shown in Fig 5.14 (b) are used along 

with the linearity characteristics of the sensor (shown in Fig 5.12) to find the approximate 

change in magnetic field which results from a full battery charging cycle. To extract the 

associated charge capacity of the battery, Coulomb counting method is used (integrating 

the applied current over time) [11]   . In addition, the associated SOC is extracted from 
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the battery OCV calibration curve, which was obtained as proprietary information from 

Ford. The sensor response (converted to magnetic field change) as a function of the 

charge capacity of the battery is shown below in Fig. 5.15 (a), and the associated change 

in SOC as a function of OCV is shown in Figure 5.15 (b). It is found that a change in 

charge capacity of 12 Ah, and a change of SOC of 86%, corresponding to a change in 

magnetic field of 900 nT is measured.  

 

 

 

Figure 5.15: GMI-IDT sensor response for BEV pouch cell charging measurement vs (a) 

battery charge capacity, (b) battery SOC and OCV 

 

 

However, it is known that extraction of battery SOC from battery OCV is an 

indirect method and gives only an approximation of the battery SOC, which often leads 

to measurement inaccuracy [19]   . As battery charge capacity is linearly related to SOC, 

a more direct way to extract SOC is by calculating it directly from the battery charge 
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capacity [1]   . Note that as the battery ages the charge capacity corresponding to 100% 

SOC decreases compared to a new cell. Therefore, knowledge of battery history is still 

required for accurate determination of battery SOC. Fig. 5.16 presents battery SOC data 

calculated using the charge capacity data from Fig. 5.15 (a). It is noted that a calculated 

change of 82% is observed for this battery with a change in charge capacity of 12Ah, 

differing slightly from SOC estimated using OCV. 

 

 

 

Figure 5.16: Calculated SOC from measured charge capacity for BEV pouch cell 

measurement 

 

 

As the changes in magnetic properties of the battery are directly related to the 

concentration of active Li-ions of the battery electrode [26]   , direct magnetic 

measurement of the internal state of a Li-ion battery provides a more accurate estimation 

of the remaining charge capacity of the battery. Moreover, because SOC and charge 

capacity are linearly related, measurement of charge capacity via magnetic sensing can 

provide more accurate estimation of SOC compared to estimation from OCV, specifically 

as the battery ages.  
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5.5.3 PHEV Cell Measurement using GMI-IDT Magnetic Sensor 

The voltage profile and corresponding sensor response for the PHEV cell 

charging and discharging measurements are shown in Figs. 5.17 and 5.18. Note that the 

same measurement procedure was used for the BEV cell as described in the previous 

section, with charge/discharge steps of 25 minutes and rest steps of 50 minutes. 

 

 

 

Figure 5.17: PHEV cell charging measurement (a) voltage profile (b) corresponding 

GMI-IDT sensor response 
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Figure 5.18: PHEV cell discharging measurement (a) voltage profile (b) corresponding 

GMI-IDT sensor response 

 

 

The red dot in these figures again indicates data taken at the end of each rest step. 

As was done for the BEV cell, sensor responses from Figs. 5.17 (b) and 5.18 (b) were 

converted into corresponding magnetic field values from the sensitivity characteristics of 

the sensor and correlated with the charge and discharge capacity of the battery, 

respectively, as shown in Fig 5.19.   
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Figure 5.19: Sensor responses for PHEV cell charging and discharging measurement  

 

 

From Fig 5.19, it is shown that for a change in battery charge capacity of 

approximately 22 Ah, a change in magnetic field of approximately 1.4 µT is noted. This 

change in the magnetic field can be correlated with the change in the magnetic properties 

of the electrode materials. Since the change in battery electrochemistry is reversible, the 

change in magnetic properties during charging and discharging must be reversible. From 

the observed sensor response shown in Fig 5.19, it is confirmed that the change in 

magnetic field during battery charging and discharging follows similar and reversible 

characteristics. Moreover, the sensor responses reflect the hysteresis behavior of the 

battery, which is related to the inhomogeneous distribution of the battery materials, 

specifically the distribution of Li-ions and metal atoms, during battery cycling [26]   . 

Furthermore, to characterize the repeatability of the responses, both the charging 

and discharging measurements were performed over several days and plotted together in 

Fig 5.20 (a). The average sensor response is shown in Fig 5.20 (b). From the observed 
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responses, it is confirmed that within some measurement scattering the responses are 

repeatable. 

 

 

   

Figure 5.20: Repeatability of response for PHEV cell charging measurement: (a) sensor 

responses for several days (b) average sensor response; error bars indicating the 

measurement scattering (standard deviation)  

 

 

Moreover, the change in sensor responses is steeper when the battery is near the 
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states. Therefore, the sensor exhibits regions of differing sensitivity depending on the 

charge capacity of the battery, as shown in Fig. 5.21. 

 

 

 

Figure 5.21: Average sensor response divided into different segments for PHEV cell 

charging measurement 

 

 

As in the figure above, the average sensor response can be divided into three 

distinct regions, each with their own unique sensitivity. These differences can be related 

to the electrochemical changes the battery undergoes during charging and discharging. 

The materials, which can be influenced during charging/discharging with an externally 

applied magnetic field, are listed below [28]   , [27]   , [99]   : 

• Paramagnetic properties of Li+ ions  

• Oxidation state of the metal atoms in the positive electrode 
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Lithium atoms exhibit diamagnetic or nonmagnetic behavior as demonstrated in 

spectroscopic measurements [100]   . However, Li+ ions exhibit a small paramagnetic 

effect under some specific conditions, such as when they are dissolved in polar solvents 

[101]   . For Li-ion batteries, this effect also changes when the battery undergoes aging, 

which is seen after many battery charging/discharging cycles. During aging, due to 

irreversible physical and chemical changes, the electrolyte layer decomposes, often 

resulting in growth/modification of the solid electrolyte interphase (SEI) layer at the 

anode [100]   . In that case, Li+ ions can show a small paramagnetic effect under an 

external magnetic field [101]   . In this work, since we are not investigating the long-term 

aging process of the battery, we can neglect the paramagnetic effect of Li+ ions. 

The next parameter that has a significant influence under an external field is the 

change in the oxidation state of the metal atoms in the positive electrodes during battery 

cycling (described in chapter one) [26]   , [28]   , [94]   .  

The last parameter is the change in the spin state of Co4+ ions relative to the active 

Li-ions concentration present in the electrode compound [27]   , [102]   , [103]   . It has 

been found that when the concentration of Li-ions in the Li1-xMO2 compound is between 

0.94 ≤ 1-x ≤ 1.00, the spin state of the Co4+ ions is high and for 0.5 ≤ 1-x ≤ 0.78 the spin 

state of the Co4+ ions is low [27]   , [103]   . In the high spin state of Co4+ ions, the change 

in the effective magnetic moment is high, reflecting a high perturbation under an external 

magnetic field. Therefore, the observed sensor response with higher sensitivity found in 

segment 1 of Fig 5.21 for the charge capacity range 2- 8 Ah, can be correlated with the 

high spin state of Co4+ ions. In contrast, for the low spin state range of Co4+ ions, the 

overall change in the effective magnetic moment is over 5 times lower as compared to the 
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high spin state. Thus, for the low spin state of Co4+ ions, the sensor perturbation under an 

external magnetic field will be much lower compared to the high spin state region and 

can therefore be related to segment 2 of the sensor response. Moreover, for 0.5 ≤ 1-x ≤ 

0.78 range, the changes in the effective magnetic moment of Co4+ ions are linear [27]   , 

which is also seen for segment 2 in Fig 5.21. In the last segment, the sensor response 

again shows higher sensitivity compared to segment 2, which may be related to the 

increased concentration of Co4+ ions in the positive electrode due to the higher lithiation.  

By combining the above, for PHEV cell measurements, the sensor response 

shows high sensitivity for both the low charge capacity range in segment 1 and high 

charge capacity range in segment 3. These distinctive characteristics of the sensor 

response have practical importance, as for presently used OCV technique, the battery cell 

often cannot be fully charged or fully discharged because the BMS does not have 

accurate information of SOC/charge capacity [19]   . Therefore, to avoid operating in the 

overcharging or deep discharging regions of the battery, the BMS cannot make full use of 

the charge capacity of the battery, and often operates well below its rated charge capacity 

value. These are precisely the battery charge capacity ranges where the GMI-IDT sensor 

shows maximum sensitivity, which is a promising feature for highly accurate sensor 

technology.  

5.5.4 Comparison of Response Times for GMI-IDT Sensor Technique vs OCV 

Technique 

From the results presented above, it has been confirmed that the internal state of 

Li-ion batteries used in EVs can be measured using the designed magnetic field sensor. 

However, before implementing this new technique for practical applications, it is 

important to assess the proposed technique and compare it with the current state-of-the-
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art for battery internal state monitoring. Currently, the most extensively used technique 

for battery internal state monitoring is the OCV technique, where after a charge and/or 

discharge period, the batteries are subjected to a long rest time, where the OCV of the 

battery is recorded at the end of the rest period. This is because a disconnection of the 

battery terminal from the load after a charge and/or discharge of the battery leads to a 

recovery effect of the battery [28]   , [104]   . During the recovery/rest period, the battery 

reaches an equilibrium voltage level. Therefore, to ensure the accuracy of OCV data, a 

long rest-time must be provided to the battery, which is often troublesome and limits its 

efficiency in real-time applications. 

Therefore, a comparison of the response time of the OCV techniques and the 

proposed sensor is investigated. Generally, the response time for OCV is defined as the 

time required until the change in cell voltage is less than 3mV over a 30 min period [104]   

. Using this definition, one sample rest step from the BEV and PHEV sensor responses 

data is selected and shown in Figure 5.22 for comparison with the response time required 

for the OCV technique. It is found that for the BEV cell and PHEV cell it takes over 35 

min for the battery OCV to reach equilibrium. However, in both types of battery, for the 

GMI-IDT sensor, equilibrium is reached approximately in 1 min. As indicated by the 

above results, the sensor response reaches equilibrium much faster compared to the OCV 

response; this is an important step towards near real-time monitoring of battery internal 

state in practical applications.  
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Figure 5.22: Comparison of response times of GMI-IDT sensor response and OCV 

response for (a) BEV pouch cell (b) PHEV cell 

 

 

5.6 Summary 

This chapter combines all the theories presented in the previous chapters with the 

experimental results. The proposed sensor is characterized using a known magnetic field 

and important parameters such as sensitivity, linearity, repeatability, etc. are extracted 

and analyzed for the sensor. Also, the challenges associated with proper implementation 

of the designed sensor for monitoring battery internal state were addressed and it has 

been successfully demonstrated that the designed GMI-IDT sensor can detect the change 

in magnetic properties of different types of Li-ion batteries used in EVs.  
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6. SUMMARY, CONCLUSION, AND FUTURE WORK 

 

 

6.1 Summary 

This research is aimed at improving existing BMSs by investigating a novel way 

of monitoring the internal state of Li-ion batteries directly via magnetic sensing. To 

achieve this objective, a sensitive micromagnetic sensor design is investigated. Essential 

characteristics for the proposed sensor and target application include high sensitivity 

(specifically in the low magnetic field (~μT) region) and low power consumption. 

Furthermore, the sensor must have the potential for miniaturization, should be functional 

over a large temperature range, and must have the potential for passive interrogation for 

sensor arrays for multi-cell battery packs. In the first phase of this research, a thorough 

investigation of the underlying physics involved in the intended sensor application has 

been conducted. In addition, an investigation of a suitable sensing platform and 

magnetically sensitive element was performed. A single IDT on a piezoelectric substrate 

and GMI microwire were selected as the sensor platform and magnetically sensitive 

element, respectively, and initial characterization of the design was performed. In the 

second phase of this work, this initial sensor design was further developed, modified, and 

implemented in monitoring the magnetic properties of two types of Li-ion battery cells.  

Initial sensor designs involved the use of magnetostrictive thin film coatings 

deposited onto already designed surface acoustic wave devices. Thermal evaporation and 

magnetron sputtering techniques were used to deposit those coatings with thicknesses 

varying from 50 nm – 200 nm. The coated devices were characterized with varying field 

strengths, and found to have relatively poor sensitivity, resulting in other designs being 

pursued. 
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Following the magnetostrictive film sensor design, an alternative approach was 

identified utilizing a single IDT of an acoustic wave device, shunt loaded with a 

magnetically sensitive giant magnetoimpedance (GMI) element. GMI elements (e.g., 

microwires, ribbons, films, etc.) exhibit high frequency complex permeability 

characteristics, with high sensitivity specifically in the low magnetic field (~μT) region 

and are promising for various applications. This design was selected to take advantage of 

the coupling of the impedance characteristics of the GMI microwire to the IDT 

transduction process. Based on the impedance-loaded equivalent circuit model of the 

IDT, a detailed model of the proposed GMI-IDT sensor was developed. An initial 

characterization of the GMI-IDT magnetic sensor was performed using an electromagnet 

to apply dc magnetic fields of specific values to the sensor and measuring the resulting 

responses. The return loss response of the sensor has confirmed that the magnetic 

properties of the GMI wires can be quantified through monitoring of the electroacoustic 

transduction process of the IDT. Specifically, the sensor shows high sensitivity in the 

targeted low magnetic field region, which is a key characteristic required for the intended 

application. 

To maximize the sensitivity and linearity, the GMI-IDT sensor design is modified 

using several methods, including the selection and use of an appropriate inductive 

matching element, identification of suitable GMI wire lengths, and investigation of 

various GMI wire preconditioning methods to improve sensor response repeatability. It 

has been found that GMI wire lengths between 3 and 5 mm, and a series matching 

inductor in the range of 22 to 39 nH result in suitable paring with the selected IDT 

design. Among several investigated preconditioning methods, the selected method is 
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simultaneous current and magnetic field annealing (ac current: 1.5 – 2 mA; magnetic 

field: 1.5 mT, annealing time: 8 – 10 min), which shows repeatable sensor responses over 

a period of up to one year.  

Furthermore, to achieve maximum sensitivity to changes in the magnetic 

properties of Li-ion batteries, an optimum geometry of the experimental setup was 

investigated and identified. Finally, the proposed sensor has been implemented for 

monitoring the internal state of a BEV pouch cell and a PHEV cell. The measured sensor 

responses confirm that the GMI-IDT sensor can detect variations in the magnetic 

properties of both cells during charging and discharging.  

6.2 Conclusion 

This work demonstrates the feasibility of direct, non-invasive, and non-

destructive magnetic measurement of the internal state of Li-ion batteries using a novel 

micromagnetic sensor. It has been shown that the designed sensor can detect small 

changes in the magnetic properties of Li-ion cells, provided that an appropriate geometry 

and reference magnetic field are selected for the measurement. An analysis of sensor 

linearity has demonstrated that the sensor response is linear for magnetic field strengths 

between 58 – 81 µT, indicating that the sensor shows suitable dynamic range for the 

intended application. When operated in this highly sensitive linear region, for BEV cell 

charging measurements the smallest detectable variation in the magnetic field is observed 

to be ~100 nT, corresponding to a change in charge capacity of ~1 Ah. An overall change 

in magnetic field of ~900 nT and ~1.4 µT is measured from a full battery charging cycle 

for the BEV pouch cell and PHEV cell, respectively. As the changes in the magnetic 

properties of the battery are directly related to the concentration of active Li-ions in the 
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battery electrode (hence directly related to the battery charge capacity), the observed 

sensor response can be correlated with the underlying electrochemistry of the batteries. In 

good agreement with the literature, the observed reversibility and hysteresis in the sensor 

response for PHEV cell charging and discharging measurement confirms that the change 

in magnetic properties is reversible and related to the inhomogeneous distribution of the 

battery materials (e.g., Li-ions, transition metal ions, etc.). Moreover, as charge capacity 

is directly related to the magnetic properties of the battery electrode material, extraction 

of charge capacity and determination of battery SOC in this manner will be more 

accurate, particularly as the battery ages. Therefore, the GMI-IDT sensor enables more 

accurate determination of the remaining charge capacity of the Li-ion batteries, which 

could have a major economic impact when applied to electric vehicle BMSs, as well as 

other industrial applications such as energy storage, particularly for renewable energy 

sources. 

Furthermore, it has been found that for the PHEV cell, the sensor shows distinct 

sensitivity for different ranges of charge capacity, which is related to the variations in the 

spin state of the Co4+ ions relative to the active Li-ion concentration that dominate in the 

different charge capacity regions. Specifically, high sensitivity is observed for the GMI-

IDT sensor when the battery is near the fully charged (between 17-22 Ah charge 

capacity) or discharged regions (between 2-8 Ah charge capacity). Accurate detection of 

the state of charge (SOC) in these regions is crucial for the prevention of overcharging 

and/or deep discharging of the battery. As the sensor can measure charge capacity in 

these operative regions precisely, it offers the potential for enabling safer battery 

operation.  
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Current battery internal state monitoring techniques only give an approximation 

of SOC and charge capacity, as such the battery systems are typically overdesigned to 

operate well below their rated capacity, increasing overall system cost. This can result in 

inaccurate estimation of charge capacity for multicell battery packs due to charge 

balancing mismatches for individual cells and reduce the overall available charge 

capacity of the system. As the proposed technique can provide a more accurate 

assessment of battery charge capacity, this could lead to a more cost-effective way of 

monitoring battery internal state by maximizing and appropriately distributing the useable 

charge capacity of the battery. 

The major drawbacks of the current OCV techniques are the need for long rest 

time for accurate OCV estimation, and often batteries such as pure LiFePO4 batteries 

have a flat OCV profile. A comparison of the response time of the battery OCV response 

and GMI-IDT sensor response reveals that equilibrium is reached in approximately 1 min 

for the GMI-IDT sensor and over 35 min for the battery OCV. The sensor response is 

much faster than the OCV response, indicating the potential for near-real time extraction 

of battery internal state, which is not currently possible using the existing monitoring 

techniques. In addition, current monitoring techniques also require the use of multiple 

sensors to collect data for accurate estimation of the internal state of a battery, which 

increases system cost and complexity. The proposed technique utilizes a single sensor to 

monitor the internal state of a battery non-invasively, drastically reducing system 

complexity and cost. 

Moreover, the proposed approach addressed several additional concerns, such as 

the impact of background magnetic fields and of battery packaging materials that can 
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potentially interrupt magnetic measurements of battery internal state. Potential solutions 

are provided to alleviate these concerns. In conclusion, the proposed technique appears 

suitable for monitoring the internal state of commercial type battery cells under standard 

conditions. 

6.3 Future Scope 

The work presented in this dissertation could be extended upon for further 

experimental and theoretical work. A few possible research proposals are listed below: 

1) Based on the impedance characteristics of the specific composition and diameter 

of Co-rich GMI wires used in this work, a sensor model and pretreatment 

techniques were developed. The sensor design and model could potentially be 

improved by investigating GMI wires having different material compositions such 

as amorphous Fe-rich fibers and by investigating GMI wires with different 

diameters.  

2) The proposed sensor design utilizes multi-electrode IDTs that are deposited onto a 

LiTaO3 substrate. However, these devices were designed for other applications 

such as liquid-phase chemical sensing, and therefore were not modified for this 

work. Other IDT geometries could be investigated and designed to result in 

specific IDT equivalent circuit (with appropriate radiation conductance, 𝐺𝑎 and 

electrostatic capacitance, 𝐶𝑇) to maximize the effect of GMI impedance on the 

IDT transduction process. Also, a study of different IDT designs could include the 

use of different piezoelectric substrate material, IDT resonator design, etc.   

3) Potential methods exist for the designed sensor to be modified for wireless 

interrogation and passive operation. One such potential method for wireless 
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interrogation is to use orthogonal frequency coding (OFC) with multiple IDTs 

deposited on a single substrate material, where each IDT has a different operating 

frequency. Designing sensor arrays in this way will also enable a differential 

measurement technique, where the effect of temperature on the sensor responses 

can be observed, measured, and accounted for. Moreover, a wirelessly 

interrogated smart sensor system with an IDT array design can be implemented in 

monitoring the internal state of a multi-cell battery pack. 

4) The sensing principle presented here is based on the electrode materials for two 

specific types of Li-ion batteries. An investigation into other types of Li-ion 

batteries should be conducted, including other types of batteries containing 

ferroelectric electrode materials and batteries used for renewable energy sources. 

5) In the proposed battery measurement setup, for better proximity of the sensor and 

reference magnets relative to the battery cell, the compression plates of the battery 

were removed. The experimental setup can be further improved by integrating the 

sensor and reference magnet with the compression plate or packaging material. 

6) As the charge capacity of the battery decreases with battery aging, long-term 

magnetic measurements of batteries might enable determination of other 

parameters related to battery health, such as state of health (SOH) or the 

formation of solid electrolyte interface (SEI) layer and could potentially help 

identify defects inside batteries. Therefore, an investigation of long-term battery 

charge capacity extraction should be performed using the proposed measurement 

technique. 
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7) The observed hysteresis on the sensor response for the PHEV cell charging and 

discharging measurements might depend on the charge or discharge rate. 

Therefore, an investigation of the magnetic measurements of the battery should be 

performed with varying charge and discharge rates. This might enable the 

determination of the nature of the Li-ion distribution and/or motion of the ions in 

the battery electrode during battery cycling. 

8) In this work, all measurements were performed at room temperature. Before 

applying the proposed technique for EVs, magnetic measurements of the battery 

with the designed sensor must be conducted in a temperature range of -40 °C to 

40 °C to account for the effects of temperature fluctuations on the battery 

parameters and performance. 
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