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ABSTRACT

DESIGNING HUMAN-CENTERED ALGORITHMS FOR THE PUBLIC SECTOR
A CASE STUDY OF THE U.S. CHILD WELFARE SYSTEM

Devansh Saxena

Marquette University, 2023

Public sector agencies in the United States are increasingly seeking to emulate busi-
ness models of the private sector centered in efficiency, cost reduction, and innovation
through the adoption of algorithmic systems. These data-driven systems purportedly
improve decision-making; however, the public sector poses its own unique challenges
where policies, practices, and organizational constraints mediate all decisions. Algo-
rithms that do not account for these pertinent aspects of professional practice frustrate
practitioners, diminish the quality of human discretionary work, and amplify biases
in decision-making. A human-centered research agenda can help us develop algorithms
centered in social-ecological theories that support the decision-making processes of prac-
titioners, incorporate novel sources of data, and offer a means to evaluate algorithms in
their real-world contexts.

This dissertation draws upon a case study of the child-welfare system and outlines
responsible pathways forward for the design of human-centered algorithms in the pub-
lic sector and contributes a holistic understanding of a complex sociotechnical system
through deep ethnographic work, the design of a theoretical framework for algorithmic
decision-making in the public sector, and computational narrative analysis of a critical
data source that can help contextualize critical factors and improve decision-making.
It showcases the practical tradeoffs that need to be balanced for algorithm design - 1)
at the human discretion level, I highlight different insertion points and goals of algo-
rithms to augment practitioners’ decision-making processes, 2) at the bureaucratic level,
I highlight the constraints within which all decisions (human or algorithmic) must be
made and how organizational resources can be leveraged to ensure the proper integra-
tion and adoption of an algorithmic system, 3) at the algorithmic level, I showcase how
algorithm design can account for the uncertainties inherent within cases and support
decision-making processes instead of providing predicted outcomes. This dissertation
work has provided actionable steps for human-centered algorithm design to child-welfare
leadership and public interest technologists that will further help ensure that decisions
are centered in evidence-based practice and lead to positive outcomes for families.
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CHAPTER 1: INTRODUCTION

In this chapter, I introduce the motivation for this dissertation, the methodology driving the

studies, outline my research questions, and provide an overview of this dissertation by describing

the structure of the chapters.

1.1 Motivation for Dissertation

Government agencies in the United States (U.S.) are increasingly looking to invest in innovative

data-driven technologies that supposedly help reduce administrative costs and improve the cit-

izens’ overall experience when utilizing public services [463, 163]. The introduction of a broad

range of information communication technologies (ICTs) in the public sector has allowed for dig-

itally storing, processing, managing, and sharing of information [326]. Consequently, this digital

restructuring of government agencies has led to improved data-sharing practices between different

sectors of the government, promoted minimal repeated information gathering, provided targeted

services to clients, and reduced bureaucratic overhead [463, 167, 465, 163]. This technologically-

driven administrative transformation has been referred to as Digital Era Governance by public

administration scholars [76]. However, despite these macro administrative changes, ICTs have

generally fused onto existing micro-level work practices rather than altering them and improving

them at a deeper organizational level [463]. On the other hand, using ICTs over the last three

decades has allowed public entities to continually collect data about citizens during their daily

operations in managing and delivering public services [326]. This data includes structured data

(for e.g., quantitative assessments and records of services), unstructured data (for e.g., case nar-

ratives) as well as metadata describing different attributes of citizens’ interactions with public

services (for e.g., level of cooperation, involvement with care) [326].

This comprehensive cross-sector data has allowed academics, technologists, and policymakers

to narrow their focus on improving decision-making by developing data-driven practices centered

in algorithmic decision-making that purportedly provide consistent, transparent, unbiased, ob-

jective, and defensible decisions to citizens [397, 163, 75]. Over the past two decades, several

high-stakes decision-making domains such as the child-welfare system (CWS), the criminal jus-

tice system, education, and medical services have increasingly turned towards risk assessment

algorithms or predictive risk models (PRMs) as a means to standardize and improve decision-

making [214, 232, 397, 163]. However, audits of these systems reveal that they are achieving

worse outcomes for families and exacerbating racial biases [171, 454, 344, 230]. Here, empiri-

cal associations derived from large datasets fail to capture the underlying assumptions that go

into creating such datasets, the social nuances of governance labor, the power asymmetries that
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vulnerable communities experience, the ethical and value-laden choices that workers must make

when balancing the needs of citizens against the demands of policymakers, as well the legislative

constraints within which decisions must be made and which vary across jurisdictions.

This dissertation assesses the impact of algorithmic decision-making at the macro,

meso, and micro levels of governmental operations in the child-welfare system with

broader implications for the changing decision-making ecosystem in government

agencies. At the macro level, we assess the impact of algorithmic systems on the legislative

structures within which they operate and investigate whether the value propositions of cost-

effective, standardized, and objective decision-making are holding true in practice. At the meso

level, we unpack the theoretical underpinnings of predictive risk models (PRMs), the impact of

the empirical notion of risk as compared to the sociological understanding of risk that under-

scores social work practice towards informing critical decisions, and the invisible data collection

processes that power "empirical risk". At the micro level (or the street-level), we assess the im-

pact of algorithmic decision-making on caseworkers’ day-to-day practices as they make critical

decisions about children and families using algorithms, how the nature of human discretionary

work is changing as caseworkers acquire new skills while learning to interact with algorithmic

systems, and the repair work they undertake to make these systems work for their clients.

Consider, for instance, algorithms in the criminal justice system that are developed to predict

the risk of recidivism and efficiently allocate resources to high-crime neighborhoods. Neighbor-

hoods that are initially targeted by these algorithms become the subjects of increased police

patrols and investigations [464]. Consequently, more data is collected from these neighborhoods

which feeds the machine-learning models and draws further attention to these neighborhoods.

This creates a vicious cycle where low-income neighborhoods are continually over-surveilled by

police departments [464]. In addition, low-level crimes such as public intoxication and loitering

are added to the datasets to improve the predictive performance of such models [79]. Taken

together, predicting risk through such algorithms is inherently a function of policing practices

instead of an assessment of the true underlying risk of recidivism [350]. That is, the models only

find what they continually observe in the training datasets and not cases that might otherwise

"slip through the cracks". Parallels can be drawn to other public agencies such as child-welfare

where the majority of the cases found in training datasets come from minor instances of neglect

(e.g., a child’s dental hygiene), leading to the over-prediction of risk of maltreatment for low-

income communities, and ongoing data collection which further increases the likelihood of these

communities being over investigated by the system. This coupled with neoliberal politics in

the U.S. centered in austerity and privatization has also led to government agencies increasingly

looking towards data-driven decision-making both as a means to reduce costs and allocate scarce
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resources efficiently [167, 465, 163]. Algorithmic decision-making in the public sector has gener-

ally been adopted in the form of predictive risk models (PRMs) with their primary purpose being

the preemptive recognition and mitigation of ‘risk’; a core principle of this shift in governing and

of neoliberal economics [22]. That is, improving productivity, accountability, and efficiency by

proactively identifying clients in the riskiest circumstances and targeting services towards them

using algorithms [377, 163]. This further shift in Digital Era Governance that embeds neoliberal

politics into the principles of public administration has been called New Public Analytics [489].

Here, the core focus is on risk management based on predictive characteristics derived from

historical administrative data while driving attention away from the needs of individual clients

as well as obfuscating structural and societal problems.

Facing severely limited resources and new dilemmas in the form of burdensome workloads

and high staff turnover, most human services agencies have also turned towards algorithms as

they purportedly promise to reduce costs and provide greater efficiencies in public policy and

social services delivery [163, 299, 400]. In addition, public services such as the child-welfare

system have also been the center of public and media scrutiny because of the harm caused to

children who are removed from the care of their parents [86]. On the other hand, CWS also

receives severe criticism and media attention for child abuse tragedies where the system failed to

remove and protect a child [220, 182]. This has further mounted the pressure on CWS in several

states in the United States (U.S.) to employ structured decision-making tools (and more recently,

algorithmic decision-making) to prove that they employ evidence-based, consistent, and objective

decision-making processes. Decades of research in clinical psychology and medicine exhibit that

statistical decision-making out-performs human experts in prediction tasks [322, 215, 14] and

is often cited as a justification for introducing algorithms in the public sector. Consequently,

child welfare agencies have started acquiring algorithmic systems developed by tech startups

[239, 371, 447, 238] or developed through public-private partnerships [101, 433]. A nationwide

survey conducted by the American Civil Liberties Union (ACLU) in 2021 found that 11 states

are currently using predictive analytics within their CWS agencies while 26 other states have

considered using them [391]. The underlying principle here remains that "bureaucracy is more

perfectly developed the more it is dehumanized" [79, 474] and that "data becomes the promise for

future bureaucratic efficiencies" [20]. That is, public administration work must be conducted

with precision, without ambiguity, impartially, and as speedily as possible with algorithmic

systems offering a means to accomplish this [79, 463].

This dissertation work examines these claims and draws attention to the messy

reality of data collection processes, the biases that become embedded in data, and

how these biases become further concealed within and obfuscated by algorithmic
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systems. It also showcases how human-centered data science can help outline path-

ways towards the ethical and responsible design of algorithmic systems that are

centered in the nature of practice and augment the quality of human discretionary

work. In sum, it is imperative to understand that any algorithmic system is simply a subsys-

tem embedded within a broader sociotechnical system within which it interacts with different

stakeholders, systemic constraints, and organizational pressures. This directly impacts the un-

derlying assumptions that go into the design of this system as well as impacts how it is used

in practice [415]. Researchers have also formulated the notion of algorithmically infused soci-

eties [468] (i.e., societies where every fabric is co-shaped by algorithmic and human behavior)

to draw attention to the need for novel methodologies that can help researchers study complex

interactions within sociotechnical systems and inform the design of human-centered systems that

improve practitioners’ decision-making processes and lead to positive outcomes for people. Here,

Human-Centered Data Science (HCDS) has emerged as an interdisciplinary field that provides

the necessary research methods for studying complex sociotechnical systems.

1.2 Human-Centered Data Science (HCDS)

Traditional data science practices seek to derive generalizable information from large datasets,

turn them into actionable insights, and make predictions about similar scenarios observed in the

data. This methodology poses significant challenges for studying sociotechnical systems in the

public sector for several reasons - 1) public agencies such as criminal justice, child welfare, and

public education have a long history of racially biased decision-making that disproportionately

targeted families of color and we risk further exacerbating these racial biases and concealing them

within machine learning algorithms by training models using this historical data, 2) quantitative

administrative data in the public sector is quite fragmented, and machine learning algorithms

are inclined to learning false empirical associations that may further target some populations

(e.g., learning the zip code as a proxy for race [268]), and 3) cases that may appear similar based

on a broad set of statistically significant predictors may be contextually very different. In sum,

datasets capture a reductive representation of society in the form of quantifiable information, and

machine learning algorithms further abstract out the social context within which these systems

are situated [415]. However, as previously noted, the social context has direct implications for

the design and ethical use of such systems and as a result, research methods are required that

draw attention to the sociotechnical system.

Human-Centered Data Science (HCDS) has emerged as a research framework to precisely

address these drawbacks in traditional data science and employs methods that highlight the

complex interactions between humans, digital infrastructures, human-generated data, and society

[28]. It places humans (i.e., users and affected communities) at the center of the data collection,
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Figure 1: Human-Centered Data Science (HCDS) Research Process

analysis, and interpretation processes to ensure that the results are meaningful and actionable

for the human stakeholders and not just the developers. HCDS is an interdisciplinary research

framework that draws from the fields of human-computer interaction, social science, statistics,

and computational techniques. It provides the theoretical scaffolding and the research and design

methods that guide this dissertation work. A key characteristic of HCDS is that it incentivizes the

combination of qualitative and quantitative methods. Qualitative techniques allow researchers

to gain rich insights into specific phenomena, however, as it pertains to studying technology use,

some of this rich information may be generalizable to other contexts. For instance, consider

social workers’ perspectives on predictive risk models (PRMs) and the sense-making strategies

they engage in as they interact with these models. The humans (i.e., social workers with

similar formal training) and the technology (i.e., PRM designed using similar machine learning

techniques) are much similar across contexts and the interaction is governed by organizational

workflows. Here, several generalizable aspects of practice (e.g., how social workers interpret

algorithmic decisions) can help researchers design more human-centered systems and can also

inform the contextual interpretation of results from quantitative data analysis. On the other

hand, large-scale quantitative analysis can help researchers understand the latent patterns of

practice, assess the impact of policies, and find bottlenecks in decision-making. Combining

qualitative and quantitative techniques allows researchers to accomplish both - understand the

depth of human behavior and understand humans at scale in regard to technology use or nonuse

[28, 334, 46]. Finally, HCDS employs human-centered design techniques that facilitate the design
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of systems that are centered in the theory of practice and offer higher utility to practitioners.

This dissertation work borrows from the three human-centered design principles described below.

The HCDS research process is described in Figure 1.

• Theoretical Design: These design strategies seek to incorporate theories and concepts

from social sciences into the design of algorithmic systems. This makes a system more

human-centered because it is embedded in the practice model of workers and aligns well

with their decision-making goals. In Chapter 3, we follow these strategies and introduce the

first theoretical framework for algorithmic decision-making in the public sector by bringing

together bodies of scholarly work in human-computer interaction (HCI), science and tech-

nology studies (STS), and public administration (PA). In Chapter 4, we also showcase the

case study of a theory-driven algorithm designed using the principles of trauma-informed

care that offers higher utility to caseworkers and leads to positive outcomes for families.

• Participatory Design: These design strategies seek to involve stakeholders in the design

of algorithmic systems, interpretation of results, as well as assess the utility of novel al-

gorithmic approaches. This ongoing engagement with stakeholders helps ensure that the

designers make well-founded assumptions about the data and technology use which leads

to the better integration of the prototype within organizational workflows. In Chapters 5

and 6, we engage in participatory methods with child-welfare stakeholders to understand

the utility of casenotes in uncovering the invisible labor practices, systemic constraints,

and power asymmetries in the child-welfare ecosystem. This ongoing engagement also

helped us understand how we could algorithmically support the practitioners’ cognitive

environment without predicting decisions.

• Speculative Design: These design strategies especially focus on designing against the

norm or the status quo and allow practitioners to shift their focus toward addressing

underlying problems in practice and then brainstorm with designers which problems can

be addressed technologically. This is especially important for innovative design because

the range of what is technologically feasible continually changes. In Chapter 7, we engage

in speculative design by drawing attention to the sociological understanding of risk as

it occurs within child-welfare cases and impacts street-level decision-making. We show

how sociological risk can be incorporated into algorithm design where the practitioners

are also able to assess risks arising from procedural and systemic factors as well as the

development of protective factors. This further helps us draw attention to the decision-

making ecosystem, examine the temporality of different critical factors, and highlight how

uncertainties arise in practice as a result of fluctuating and competing factors.
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In practice, there is generally an overlap between these design strategies as researchers

work closely with stakeholders and carefully deliberate over underlying assumptions and design

choices. Here, HCDS also allows researchers and stakeholders better understand and attempt

to bridge the sociotechnical gap [9] (i.e., the divide between what we know we must support

socially and what we can support technically). This is especially important for human-centered

and ethical computing because technological solutions in and of themselves may be insufficient

for addressing systemic and structural problems in a sociotechnical system. It is, therefore, also

necessary to draw attention to these problems and advocate for complementary policy changes.

This dissertation also contributes a critical case study of a sociotechnical system (i.e., the child-

welfare system) and showcases how HCDS methodologies can be used to uncover critical systemic

interactions, invisible patterns of labor, power asymmetries, as well as experiences of affected

communities that have direct implications for the design of human-centered algorithms.

1.3 Research Setting

The research described in this dissertation took place at Wellpoint Care Network (formerly,

SaintA), a child-welfare agency in Milwaukee, Wisconsin. This agency is a non-profit private

organization that is contracted by Wisconsin’s Department of Children and Families (DCF) to

provide child-welfare services to families that come under the attention of DCF. DCF employs

its own Initial Assessment (IA) caseworkers that investigate allegations of child maltreatment

and if maltreatment is substantiated, the case is officially brought into the system and referred

to this agency to provide services and work towards achieving permanency (i.e., reunification,

adoption, or transfer of guardianship) for the children. This agency serves about 900 families

and 1300 children in the greater Milwaukee metropolitan area. Wisconsin’s child-welfare system

has historically suffered from racial biases where African-American children are two times more

likely to be removed and Native-American children are three times more likely to be removed

from the care of their parents as compared to their respective proportions in the state’s child

population. The state of Wisconsin has been under a federal lawsuit since 1993 brought on by the

American Civil Liberties Union (ACLU) alleging that the state failed to supervise the Division

of Milwaukee Child Protective Services (DMCPS) in its obligation to provide adequate child-

welfare services to children and families [346]. A settlement was reached in 2002 which requires

DMCPS to achieve specified performance outcomes regarding the permanency, safety, and well-

being of Milwaukee County children who are placed in foster care. DMCPS has succeeded in

meeting 12 of the 13 outcomes specified in the settlement but is struggling to meet a placement

stability rate1 of 90% for its foster children. To achieve this performance metric and further
1At least the following percentages of children in DMCPS custody within the period shall have three or fewer

placements during the previous 36 calendar months of their current episode in DMCPS custody [346].
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standardize decision-making DCF has implemented several algorithms throughout the process

that child-welfare agencies are mandated to use.

Wellpoint Care Network has implemented a comprehensive trauma-responsive service deliv-

ery model where all caseworkers are trained in the principles are practices of trauma-informed

care (TIC) [450]. The agency has fourteen case management teams each of which consists of six

to eight case managers and one child-welfare supervisor. It also has specialized teams of perma-

nency consultants and family preservation specialists. Permanency consultants assist each case

management team where they are responsible for permanency planning, which includes the draft-

ing and completion of documents for court and initiating the permanency legal process, targeted

recruitment for adoption, provision of post-guardianship services, and/or post-adoption services

for families. Family preservation specialists, on the other hand, help birth parents through

parenting classes and in their efforts to achieve reunification with their children. The agency

has developed specialized meetings (described in Chapter 3) called permanency consultations

and 45-day staffings where caseworkers engage in collaborative decision-making and implement

a trauma-informed protocol to assess every case from a TIC perspective. To ensure expedited

permanency for foster children, this agency also employs concurrent planning such that two

simultaneous plans begin when a child enters foster care – a plan for reunification with birth

parents and a plan for adoption or transfer of guardianship if reunification is not possible.

This child-welfare agency served as the ethnographic field site where we conducted observa-

tions of these meetings to understand caseworkers’ perspectives on algorithmic decision-making,

the impact of systemic and policy-related factors on decisions, and how child-welfare staff collab-

oratively made decisions. We later conducted interviews with caseworkers who were frequently

a part of these meetings to further contextualize findings from the observations and delve deeper

into their understanding of different algorithms in use as well as the benefits and challenges as

perceived by them. Caseworkers were also indispensable to the interpretation of results from

the computational narrative analysis of casenotes as they were able to provide specific qualita-

tive details and situated context about hyperlocal phenomenon observed by them in Milwaukee

County and recorded in the casenotes.

1.4 Research Questions

Abebe et al. [6] highlight that much of the computational research that focuses on fairness, bias,

and accountability on algorithmic systems continues to formulate “fair” technical solutions while

failing to address deeper systemic and structural injustices. Through my dissertation work, we

bring attention back to the sociotechnical and highlight social problems in child-welfare and

how these problems become embedded in algorithmic systems. Next, we highlight how human-

centered data science can help improve decision-making in child-welfare and support practitioners
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in their day-to-day practices. The findings of the studies discussed below have implications and

are applicable to governance labor in the public sector. This dissertation assumes the dual roles

of computing as rebuttal [6] where we highlight the technical limitations and feasibility of risk

assessment algorithms, and of computing as synecdoche [6] by uncovering systemic complexities

and social problems that directly impact families. This dissertation will also seek to make

contributions at the intersection of gaps highlighted by the literature review in Chapter 2 and

recommend solutions centered in strength and asset-based approaches that will improve the

state of current algorithmic interventions, enhance child-welfare practice, and improve street-

level decisions mediated through algorithms. Therefore, my dissertation answers the following

overarching research questions:

• RQ1: How is algorithmic decision-making currently implemented in the United States

(U.S.) Child Welfare System (CWS)?

• RQ2: How are algorithmic systems embedded within bureaucratic processes in child-

welfare agencies and what are the implications for human-AI interaction?

– (a) How do caseworkers interact with algorithms in their day-to-day work practices

and how does trust and reliance on algorithms play out in practice?

– (b) How do algorithmic systems impact the nature of professional practice, adminis-

tration at the agency, and street-level decision-making?

• RQ3: How can human-centered data science (HCDS) help improve the practitioners’

decision-making practices?

– (a) Can theoretical signals derived from casenotes uncover patterns of invisible labor

and help improve decision-making processes?

– (b) How do we rethink “risk” in risk prediction and how do we incorporate sociological

risk within algorithm design?

To answer these questions, I conducted six studies described below. Examining the nature of

practice and street-level discretionary work as well as the impact of systemic and policy-related

barriers on decision-making (human or algorithmic) allows us to develop technical solutions that

operate within these constraints and augment the quality of human discretionary work.

1.5 Dissertation Overview

This dissertation fills in these gaps in research highlighted by the literature review, maps out

pathways for the responsible design of algorithmic systems centered in strength- and asset-based

approaches, and subsequently, makes contributions to the body of scholarly work on public

interest technology, human-AI interaction, and responsible AI.
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Research Questions Contributions Associated Study
and Recognition

RQ1: How is algorithmic decision-making currently implemented in the United States (U.S.)
Child Welfare System (CWS)?

Which predictors, outcomes, and
computational methods are being
used to develop algorithms for
CWS?

• Biases are embedded in not just the
data but also the modeling choices and
outcomes of algorithmic models

• Human-centered design strategies can
help develop theoretical algorithms,
incorporate new sources of data, and
refocus attention on positive outcomes

CHI 2020 [397]
• Best Paper Honorable
Mention Award

RQ2: How are algorithmic systems embedded within bureaucratic processes in child-welfare
agencies and what are the implications for human-AI interaction?

(a) How do caseworkers interact
with algorithms in their
day-to-day work practices and
how does trust and reliance on
algorithms play out in practice?

• In-depth ethnography that uncovers
caseworkers’ interactions with a suite of
algorithmic tools and the impact of
systemic factors on algorithmic decisions

• Collaborative decision-making
ecosystem at the intersection of policies,
social work practice, and algorithmic
decision-making

• Theoretical framework (ADMAPS) for
designing public sector algorithms and
conducting impact assessments

CSCW 2021 [396]
• Best Paper Honorable
Mention Award
• Impact Recognition
Award

(b) How do algorithmic systems
impact the nature of professional
practice, administration at the
agency, and street-level
decision-making?

• Impact assessment to examine
algorithmic harms caused to the nature of
practice, administration, and street-level
decision-making

• Unpack how human factors (e.g., trust,
reliance, explainability, and transparency)
play out in practice

ACM JRC [401]
(Journal on Responsible
Computing)

RQ3: How can human-centered data science (HCDS) help improve the practitioners’
decision-making practices?

(a) Can theoretical signals
derived from casenotes uncover
patterns of invisible labor and
help improve decision-making
processes?

• Computational narrative analysis to
highlight invisible labor, critical events,
and key decision points over the life of
child-welfare cases

• Computational power analysis to
highlight day-to-day power relationships
between key personas

• Identifying the right strategies to ensure
timely interventions and equitable
distribution of caseloads

CHI 2022a [405]

CHI 2022b [404]

(b) How do we rethink “risk” in
risk prediction and how do we
incorporate sociological risk
within algorithm design?

• Complexities in the decision-making
ecosystem and street-level risk factors
that impact families

• Interplay between risk, protective,
systemic, and procedural factors and their
impact on caseworkers’ decision-making

• Uncertainties and confounding factors
that arise in practice as a result of
fluctuating and competing factors

CHI 2023 [402]
• Best Paper Award

Table 1: Overview of the Dissertation: Research Questions, Core Contributions, and Accompa-
nying Studies and Recognition
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In Chapter 2, I begin by first providing a comprehensive literature review of algorithms

currently being used in the U.S. Child Welfare System. In this human-centered review, we

critically examine the computational methods, predictors, and outcomes to uncover why current

algorithmic approaches are failing to meet the desired end goals of consistent, fair, and objective

decision-making (RQ1). The public sector poses its own challenges with respect to the technical

(i.e., the quality of data), social and cultural (i.e., workers’ interaction with algorithms and

impact on organizational processes), theoretical (i.e., how is risk formalized), and societal (i.e.,

the impact of algorithms on communities and implications for public administration) implications

of algorithmic decision-making.

Chapter 3 constitutes an in-depth ethnographic case study that we conducted at a child-

welfare agency in Milwaukee, Wisconsin. This study contributes to the theoretical and social

and cultural gaps highlighted by the literature review. Algorithms in the public sector is a

domain in its own right and require a cohesive framework that explains how algorithms interact

with bureaucracy and human discretion [76, 232, 72]. First, drawing on theories from human-

computer interaction, science and technology studies, and public administration, we propose

a theoretical framework for algorithmic decision-making for the public sector which accounts

for the interdependencies between human discretion, bureaucratic processes, and algorithmic

decision-making. The framework is then validated through a case study of algorithms in use at

the agency. Second, the ethnography uncovers the daily algorithmic practices of caseworkers,

what causes them to (dis)trust an algorithm, and how they navigate through different algorithmic

systems especially when they do not account for policy/systemic barriers or resource constraints

at the agency (RQ2 (a)). This is especially important because caseworkers are not trained in

“thinking statistically” about data, algorithms, and uncertainties but are legally mandated to

input data, interact with algorithms, and make critical decisions. In addition, all algorithmic

decisions in the public sector must be made within the bounds of policies, current practices, and

organizational constraints.

Chapter 4 further builds upon findings from the ethnography and highlights how algorith-

mic systems are embedded within a complex decision-making ecosystem at the intersection of the

child-welfare and the judicial system and guide critical decisions throughout the child-welfare

process (RQ2 (b)). In the previous chapter, we focused on the micro-interactions between

the dimensions of human discretion, algorithmic decision-making, and bureaucratic processes

to understand why algorithms failed (or succeeded) to offer utility to child-welfare staff and

their impact on the quality of human discretionary work. In this chapter, we critically inves-

tigate the macro-interactions between these three elements to assess the impact of algorithmic

decision-making on the nature of the practice, and the organization, as well as the interactions
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between human discretion and bureaucratic processes to understand how data-driven policy-

making manifests itself on the street-level and whether algorithms are living up to the promises

of cost-effective, consistent, and fair decision-making. This study contributes to the social and

cultural and societal gaps highlighted by the literature review by highlighting how data-driven

policymaking, as currently proposed, is at odds with how civil servants interpret and implement

policies on the ground. We draw attention to the invisible human labor that goes into producing

and maintaining datasets necessary for algorithmic systems as well as the repair work performed

by caseworkers to make the algorithmic outputs work for their clients. Finally, we depict the

case study of an algorithm that offers higher utility to caseworkers, however, required significant

investments from the agency leadership to bring about that ecological change in decision-making

where the algorithmic system plays an essential role.

Chapter 5 presents a study that conducts a quantitative deconstruction of a prominent risk

assessment tool (i.e., Washington Assessment of Risk Model (WARM)) and compares it against

the initial assessment caseworkers’ casenotes about the same cases (RQ3 (a)). We found that

WARM measures a parent’s response to caseworkers’ interventions as opposed to the efficacy of

the interventions themselves. In addition, we found significant divergences between WARM risk

ratings and the risks indicated in the caseworker narratives. This suggests a disconnect between

quantitative and qualitative accounts of, ostensibly, the same underlying phenomenon. There

are major discrepancies between the casenotes and risk assessments, i.e.- WARM scores did not

mirror caseworkers’ notes about family risk. This study provides empirical evidence about the

biases that inadvertently become embedded in predictive risk models. We further show that

critical information that can further contextualize risk factors can be derived from casenotes.

Chapter 6 presents a study that utilizes sources of information that have been hard to

quantify so far, namely, caseworker narratives (RQ3 (a)). Child-welfare caseworkers are trained

in writing detailed casenotes about their interactions with families and case progress through

the life of the case. This study contributes to the technical and theoretical gaps illustrated by

the literature review by deriving rich qualitative signals from case notes using natural language

processing techniques such as topic modeling. We specifically analyze case notes written by

the Family Preservation team that works closely with birth parents in their efforts to achieve

reunification. The case notes offer a rich description of decisions, relationships, conflicts, and

personas, as well as policy-related and systemic barriers. Analyzing these casenotes offers a

unique lens towards understanding the workings of a team trying to achieve reunification; one

of the primary policy-mandated goals of CWS. Theoretical signals derived from case notes also

help contextualize the quantitative structured assessments and help assess the scope, utility, and

insertion of algorithms systems that help improve decision-making practices.
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Chapter 7 highlights the limitations of predictive risk models (PRMs) through a computa-

tional narrative analysis of child-welfare casenotes. It shows how there is a mismatch between

how risk is quantified empirically based on administrative data versus how it is understood

theoretically within the domain. This study contributes to the theoretical and societal gaps

highlighted by the literature review. Algorithms model “risk” based on individual client charac-

teristics to identify clients most in need. However, this understanding of risk is primarily based

on easily quantifiable risk factors that present an incomplete and biased perspective of clients.

In this study, we draw attention towards deeper systemic risk factors that are hard to quantify

but directly impact families and street-level decision-making. Beyond individual risk factors, the

system itself poses a significant amount of risk to families where parents are over-surveilled by

caseworkers and experience a lack of agency in decision-making. we also problematize the notion

of risk as a static construct by highlighting temporality and mediating effects of different risk

and protective factors and show that any temporal point estimate of risk will produce biased

predictions. Drawing attention to these theoretical signals embedded in casenotes can help child-

welfare staff preemptively recognize risk factors that require immediate attention and lead to

collaborative problem-solving and improve decision-making practices that expedite reunification

for families (RQ3 (b)). We show how this understanding of sociological risk can be considered

within algorithm design and further help caseworkers unpack complexities in decision-making

that occur as a result of fluctuating and competing factors. We also draw caution against specific

types of casenotes that are inappropriate for use in NLP-based algorithms by unpacking their

limitations and biases embedded within them.
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CHAPTER 2: LITERATURE REVIEW

ABSTRACT: The U.S. Child Welfare System (CWS) is charged with improving

outcomes for foster youth; yet, they are overburdened and underfunded. To overcome

this limitation, several states have turned towards algorithmic decision-making sys-

tems to reduce costs and determine better processes for improving CWS outcomes.

Using a human-centered algorithmic design approach, we synthesize 50 peer-reviewed

publications on computational systems used in CWS to assess how they were being

developed, the common characteristics of predictors used, as well as the target out-

comes. We found that most of the literature has focused on risk assessment models

but does not consider theoretical approaches (e.g., child-foster parent matching) nor

the perspectives of caseworkers (e.g., case notes). Therefore, future algorithms should

strive to be context-aware and theoretically robust by incorporating salient factors

identified by past research. We provide the HCI community with research avenues for

developing human-centered algorithms that redirect attention towards more equitable

outcomes for the Child Welfare System.

2.1 Introduction

As of September 2016, there were 437,465 children in the child welfare system (CWS) in the

United States [348]. This is a significant (10%) rise in just 4 years since September 2012 [348],

and this number is expected to keep rising unless significant efforts are made to improve youth

outcomes [348]. Child abuse and neglect are severe issues that policymakers in the United

States continue to battle with, and which is consistently at the foreground of public policy [117].

In recent years, CWS has been the center of public and media scrutiny [119] because of the

potential damage done to the children who are removed from the care of their parents [136].

Therefore, there is significant pressure on CWS to systematize the decision-making process and

show that these decisions were unbiased and evidenced-based [341]. For most policymakers,

algorithmic decisions are perceived to be the epitome of being unbiased, evidence-based, and

objective [455, 4]. Thus, algorithms have been developed for almost every aspect of services

provided by CWS in different states. For instance, models have been developed for predicting

the risk of future maltreatment event of a child [458], recommending appropriate placement

settings [411], and matching children with foster parents who can meet the unique needs of

every child [331]. Many of these algorithms have achieved various degrees of early success and

have been shown to reduce costs [382] for CWS. However, they have also come under significant

criticisms for being biased [108, 53], being opaque [455], complex and hard to explain [458, 106],
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being too reductive [115] and non-contextual [413] and for not incorporating factors that arise

from relevant social science research literature [89].

The SIGCHI community is at the forefront of research on algorithmic bias [133, 64, 281], and

has begun to examine some of the challenges of algorithmic decision-making within CWS. Brown

et al. [72] studied community perspectives on algorithmic decision-making systems in CWS and

found several aspects of algorithmic systems that bolstered distrust, perpetuated bias, concern

over the lack of contextual understanding and ‘black-box’ nature of the algorithms, as well as

concerns about how these algorithms may negatively impact child-welfare workers’ decisions.

Moreover, scholars outside of HCI have discussed how algorithms impact decision-making in

CWS [86, 413, 419, 174]. Engaging in research that helps people and organizations, such as

CWS, is well-suited and important for the HCI community. Therefore, a critical step in building

a strategic research agenda is to synthesize the breadth of work that has already been done to

identify a pathway forward. To forge this path, we posed the following research questions:

• RQ1: What methods have been used to build algorithms in the child welfare system?

• RQ2: What factors (i.e., independent variables) have been shown to be salient in predicting

CWS outcomes?

• RQ3: What outcomes (i.e., dependent variables) have CWS organizations been predicting?

To answer these questions, we conducted a comprehensive literature review (n=50) of al-

gorithms used for decision-making in CWS in the United States. We qualitatively analyzed

these articles using the lens of human-centered algorithm design [46]. Overall, we found that

the majority of the algorithms in CWS are empirically constructed, even though the empirical

knowledge is quite fragmented [188]. Our results also revealed considerable differences in the

predictors currently being used and those found salient in the literature. Finally, CWS has tra-

ditionally focused on ‘risk assessment,’ rather than positive outcomes that improve the lives of

foster children. Based on Woobrock and Kientz’s encapsulation of research contributions in HCI

[485], this paper is a survey of the existing literature and makes the following contributions:

1. We apply a human-centered conceptual framework [46] to critically review the algorithms

used within the U.S. child welfare system.

2. We introduce domain knowledge from the child welfare system to embed it within the

SIGCHI community to allow for collaborative research between the two disciplines.

3. We identify the potential gaps in the existing literature and recommend research opportu-

nities with careful attention to the human-centered design of algorithms to benefit CWS.
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In the following sections, we discuss Human-Centered Algorithm Design and how we used this

framework to inform our literature review methodology. Next, we situate our research within

the SIGCHI community.

2.2 A Human-Centered Approach to Algorithm Design

As algorithms begin to permeate through every aspect of social life, HCI researchers have begun

to ask, "Where is the Human?", that is, recognizing that humans are a critical, if not the central

component of many domains for which Artificial Intelligence (AI) systems are being developed.

A workshop organized at CHI 2019 [236], tackled this topic to identify several pertinent issues

in algorithmic design, such as the opaque and isolated development of algorithms and a lack of

involvement of the human stakeholders, who use these systems and are most affected by them.

To address these problems, Baumer proposed Human-Centered Algorithm Design (HCAD) [46];

a conceptual framework founded in practices derived from human-centered design [237]. It

incorporates human and social interpretations through both the design and evaluation phases

[46]. Baumer [46] lays out three strategies that help algorithm design become more human-

centered, namely, 1) theoretical, 2) speculative and 3) participatory strategies. We draw from

the theoretical perspective to frame our research questions and as the qualitative lens for our

analysis. Human-centered theoretical design strategy informs algorithm design as follows:

• Meaning-making: Theoretical foundations provide a much-needed scaffolding for dealing

with complexity, identifying and evaluating design opportunities [365]. Designers need to

study the socio-cultural domain in which they intend to situate their work.

• Design: Theoretical approaches aim to incorporate concepts and theories from social sci-

ences into data science [46].

• Evaluation: The stakeholders’ social interpretations of results can help ensure that the

algorithm has higher utility and integrates well with practice.

CWS is one such domain that suffers from a complete lack of human perspectives throughout

the design process. Therefore, our work focuses on how HCAD strategies can be employed to

answer critical research questions in CWS.

2.3 Background

We situate our research within the SIGCHI community and provide an overview of the work

that has been done to develop integrated data systems for CWS.

2.3.1 SIGCHI Research to Support the Child Welfare System

The SIGCHI community has recognized the importance of conducting research with organiza-

tions that help disadvantaged communities, such as those experiencing homelessness [441, 486]
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or recovering from substance abuse [309]. For example, Strohmayer, Comber, and Balaam [441]

partnered with a center for people of low social stability to understand homeless young adults’

perceptions of education. Similarly, Woelfer and Hendry [486] created a community technology

center at a local service agency to work with homeless young people, case managers, and out-

reach workers. Similarly, SIGCHI researchers have started to engage with CWS to find ways to

improve the lives of youth who have been displaced from their families. Some SIGCHI research

has focused on foster youth and parents. For instance, Gray et al.’s [210] research with fostered

and adopted children introduces a new digital memory box for creating and storing childhood

memories. More recently, researchers have begun to study algorithmic decision-making systems

within the child-welfare community. Badillo-Urquiola et al. [38] presented the challenges foster

parents face mediating teens’ technology use within the home.

Most relevant to our current work, Brown et al. [72] engaged in a participatory design ef-

fort and conducted workshops with families involved in CWS, child-welfare workers, and service

providers. They found that participants were uncomfortable with algorithmic systems. Partici-

pants felt that these systems used deficit-based frameworks to make decisions and questioned the

bias present within the data. Based on their findings, the investigators provide recommendations

for researchers and designers to work together with public service agencies to develop systems

that provide a higher comfort level to the community. Our study builds upon this related work

by critically investigating the algorithms used within CWS and highlighting opportunities for

future research. We provide a foundation for implementing human-centered approaches in the

design and development of algorithmic systems for CWS.

2.3.2 Sociotechnical Systems for Child-Welfare

In this section, we provide the necessary background context about integrated data systems

that laid the foundation for algorithmic work in CWS. In 1995, the federal government launched

SACWIS (State Automated Child Welfare Information System) initiative to provide states with

a federally funded and automated case management tool. These data systems allow states

to collect and maintain data for program management and informing their decision-making

[273]. States that implement SACWIS must also report their data to federal databases, such

as NCANDS (National Child Abuse and Neglect Data System) [347] and AFCARS (Adoption

and Foster Care Analysis and Reporting System) [348], to allow for the continual curation of

comprehensive national databases. These data systems became the foundation for actuarial

risk assessment tools, which have been mandated into practice, even though controversy still

remains as to whether these tools should override the judgment of caseworkers who are most

knowledgeable about a particular child’s case [413, 412, 419, 469, 86].

Past survey papers have analyzed algorithms in CWS from a macro perspective, focusing on
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their reliability and validity with respect to consensus-based or clinical risk assessment models

[413, 86]. Yet, they do not examine the mathematical or human-centered construction of these

algorithms, that is, the techniques, the variable sets, or the outcomes predicted. This is especially

important in CWS because each case of child neglect or abuse is contextually different and cannot

be evaluated using the same set of significant predictors derived empirically [86]. To this end,

we conducted a systematic literature review and identify the potential gaps in the literature

with careful attention to the development of algorithms across time, as well as the methods and

variable sets used.

2.4 Methods

We describe our scoping criteria, systematic literature search, and data analysis process.

2.4.1 Scoping Criteria: Defining Algorithms

To understand how "algorithms" are used in CWS, we first need to contextualize what we mean

by algorithms. We conceptualized "algorithms" through the lens of Street-level Algorithms,

a term recently coined by Alkhatib and Bernstein [16] in the HCI community. Street-level

algorithms are algorithmically based systems that directly interact with and make on-the-ground

decisions about human lives and welfare in a sociotechnical system [16]. From a more technical

perspective, we use recent inclusive definitions [147, 279] for a whole suite of computational

methods from statistical modeling (for e.g., generalized linear models) and machine learning.

This allowed us to take a holistic view towards most forms of quantitative data analysis in

CWS. Statistical modeling and machine learning are not mutually exclusive but we differentiate

between them based on assumptions made about the data as specified by Breiman [68].

2.4.2 Systematic Literature Search

This study has been undertaken as a systematic literature review based on the guidelines pro-

posed by Webster and Watson [476]. The unit of analysis for this literature review was peer-

reviewed articles. We wanted to examine not just the algorithms currently being used in CWS

but also newer solutions (algorithms) being proposed by researchers to better assess the cur-

rent state of research. We used the following search terms to find papers at the intersection of

CWS and algorithms – "child protective services," "child welfare," "foster care," "child and fam-

ily services," "algorithm," "computation," "regression," "machine learning," "neural network,"

"data-driven," "actuarial," "computer program," "application". We used the following inclusion

criteria for the articles:

• The paper was peer-reviewed, published work or a systems (or policy) report produced by

a government agency.
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Code n Breakdown
Peer reviewed 43 40 (social science); 3 (computer science)
Agency report 7 —
Theory 5 1 (implemented); 4 (proposed)
Psychometric scales 30 —
Actual system 27 15 (RAs); 11 (PLs); 1 (MT)
Hypothetical system 23 13 (RAs); 4 (PLs); 1 (MT); 5 (S-PL)
Model performance 35 —

RA: Risk Assessment model
PL: Placement Recommendation model
MT: Child-Foster parent Matching model
S-PL: Characteristics of successful placements

Table 2: Descriptive Characteristics of the Data Set

• The study (or report) engaged in a technical discussion about the computational methods,

predictors, and outcomes.

Articles that did not meet these two criteria were considered irrelevant to this study and were

not included in our review. We conducted a comprehensive search to identify relevant research

across multiple disciplines. We searched a diverse set of digital libraries which included the ACM

Digital Library, IEEE Xplore, Routledge, Elsevier, and Springer. We chose these libraries to

take into account research published in multi-disciplinary conferences and journals. We then

cross-referenced the citations of each article to identify additional articles or government reports

that met our inclusion criteria. We did not place any constraints on our search based on the

time period in which the papers were published. We identified 50 relevant articles that met our

inclusion criteria.

2.4.3 Data Analysis Approach

To analyze our data, we conducted a structured qualitative analysis to answer our over-arching

research questions. We used a grounded thematic process [66] to generate codes based on the

data as shown in Table 3. We define theory in two ways – the system discussed in the study

was developed using a theoretical framework or the system was developed theoretically based

upon factors considered significant in evidence-based social work. The first author coded all of

the articles, and co-authors were consulted to form a consensus around codes early in the coding

process and again during coding to resolve ambiguous codes. We also coded for descriptive

characteristics of the article set as shown in Table 2.

2.5 Results

In this section, we present our key findings from our review of the literature. We begin by first

discussing the descriptive characteristics of our data set. Next, we organize and present the

results by our three research questions, as shown in Table 3. Finally, we explore the relationship

between the computational methods, predictors, and outcomes identified in our analyses.
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Research Dimension Codes n % Ex.
Question

Inferential Statistics Generalized Linear Models 28 56% [458]
RQ1 Discriminant Analysis/Statistical tests 6 12% [410]
(Computational Machine Learning Supervised Learning 13 26% [106]
Method) Unsupervised Learning 3 6% [320]

Demographics Child Demographics 20 40% [23]
Biological parents Demographics 10 20% [252]

Systemic Factors Characteristics of Agency 2 4% [331]
Characteristics of Caseworker 1 2% [331]

Child Strengths Child Strengths 11 22% [104]
Child Needs Functioning 15 30% [316]

Child Behavioral/Emotional Needs 26 52% [283]
Child Risks Suicide Risk 9 18% [122]

RQ2 Child Risk Behaviors 20 40% [382]
(Predictor Traumatic Experiences 30 60% [39]
variables) Child Involvement in CWS 9 18% [458]

Bio-Parent Risk/Needs Needs and Risky behavior 26 52% [104]
Foster Parents Characteristics (income, occupation) 4 8% [23]

Preferences 2 4% [331]
Past performance 1 2% [331]
Capabilities (training/certifications) 1 2% [331]

Outcome Risk of a future maltreatment event 28 56% [252]
RQ3 Placement recommendation for a child 15 30% [104]
(Outcome Matching children with foster parents 2 4% [331]
Variables) Characteristics of a successful placement 5 10% [440]

Table 3: Structured Codebook: Dimensions are mapped onto their respective research questions

2.5.1 Descriptive Characteristics of the Data Set

The majority of the papers (n=40 or 80%) were published in social science venues with 3 papers

(6%) published in computer science conferences, [8, 23, 106] all in 2018. We also included 7

reports (14%) from non-profit organizations, including the Children’s Research Center [2]. One

study discussed an algorithm that was theoretically constructed based on child-welfare research

literature and four studies proposed theoretically-driven solutions. 30 papers (60%) employed

psychometric scales [181] to assess the strengths, needs, and risks associated with foster children

and/or biological parents. 27 papers (54%) discussed an actual algorithmic system and 23 papers

(46%) proposed a new algorithmic system. Model performance was reported by 35 papers (70%).

2.5.2 Computational Methods used to Build Algorithms (RQ1)

In this section, we discuss the computational methods used to develop algorithms and organize

them into the Inferential Statistics and Machine Learning dimensions.

Inferential Statistics approaches

Inferential statistics account for computational methods used in the majority of papers (68%),

with 28 papers (56%) using a form of a generalized linear model (GLM). In Figure 2, we see a

dramatic rise in the use GLMs after 1995, i.e., the post-SACWIS era. GLMs are being used to

develop mostly two types of models; actuarial risk assessment and placement recommendation

models. There was a general trend around the use of GLMs for developing risk assessment models

[458, 86, 170]. We also identified two major concerns surrounding GLMs: their atheoretical and
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Figure 2: Methods used to build Algorithms (RQ1)

reductive nature and performance with respect to outliers.

Social scientists use validated psychometric scales [303, 84] to quantify the level of risk. GLMs

have been developed using these psychometric scales, such as the CANS Algorithm [104] that

only uses the most statistically significant items from the scale. This reductive and atheoretical

model development has received criticism [86, 413, 419]. Each case of child neglect/abuse is

contextually different and factors that are significant for one case might be peripheral to another.

Moreover, GLMs do not account for the contextual factors that influence caseworker decisions

leading to variable omission bias [86].

Outliers can significantly impact the performance of a regression model [353]. Traditionally,

regression models seek to omit outliers as a means of improving predictive power and still account

for the majority of the variance explained by significant variables [353]. However, for CWS, cases

of severe abuse and neglect are the statistical outliers [65]. Regression models that are designed

to predict the most moderate (average) outcomes tend to perform poorly on outliers [436]. For

CWS, poor performance on outliers raises several ethical and accountability concerns [124].

Four papers (8%) used discriminant analysis to differentiate between the characteristics of

foster children served by different placement settings. Figure 2 illustrates that discriminant

analysis was a popular technique during 1985-1990, however, with the advent of regression tech-

niques it gradually faded away. These papers were some of the earliest attempts at introducing

algorithms to aid decision-making in CWS. However, the data was limited and its quality was

questionable because of the lack of standardized data collection processes [423].

Machine Learning (ML) approaches

Machine Learning methods in CWS gained some momentum as early as 1986 with the intro-

duction of PLACECON, a system designed to assist CWS with placement decisions [409]. How-
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ever, with the increasing popularity of risk assessment models and limited funding available,

resources were directed towards traditional regression models. Figure 2 shows a resurrection of

ML methods starting in 2015 and growing interest within the computer science communities

towards studying the research problems in CWS starting 2018 [8, 23, 106, 225]. Thirteen papers

(26%) utilized ML methods in the form of decision trees, Bayesian networks, or inference trees.

Decision-tree learning has been popular as a means of organizing large amounts of factual and

empirical knowledge in the form of rules [422]. The CART (Classification and Regression Trees)

algorithm has been recently used to build a child-foster parent matching system [23]. It has

also been used to identify the characteristics of the most troubled children in CWS [122] as well

as to study trends in child abuse and neglect data [8]. However, with such a strong emphasis

on risk assessment, Children’s Research Center [2] used ML methods to develop the Structured

Decision-Making (SDM) model.

SDM is a decision-making framework where a risk assessment tool is used in conjunction

with clinical assessment [252]. SDM utilizes an array of ML tools such as decision, value and

inference trees, and Bayesian networks [213] and has been adopted by CWS in several states

[61]. However, several studies have also shown that SDM produces mixed results especially when

accounting for race and ethnicity [131, 134, 249]. There is also an ongoing struggle between the

caseworkers’ theoretical assessments and the tool’s empirical judgment [413, 419]. Three papers

(6%) used unsupervised ML methods in the form of neural networks [316, 320] and natural

language processing (NLP) [69]. Brindley et al. [69] propose a web platform that allows foster

youth to create personalized goals and talk to a chatbot that uses NLP to parse inputs and

respond intelligently with recommendations about goals, finances, and housing. McDonald et

al. [320] and Marshall et al. [316] propose the use of neural networks over regression techniques

because their non-parametric approach performs better at modeling non-linear relationships and

interactions.

One possible reason for the perpetual conflict between ML risk assessment tools and case-

workers’ assessment might be at the core of Machine Learning itself and how it handles outliers.

Statistical outliers in the case of child maltreatment are the most severe cases of child abuse

and neglect [65]. Researchers [40] suggest that in the case of CWS, outliers are often more

important for caseworkers and demand significant attention beyond the norm. Figure 2, depicts

a significant dearth in the use of unsupervised learning methods with only two papers published

in the early 2000s [320, 316] and one paper published in 2018 [69]. Employing neural networks

in social sciences comes with its own complexities because there needs to be transparency about

the proposed decisions [106]. Vaithianathan et al. [458] explored several ML methods such as

Naive Bayes and Random Forests for risk assessment and achieved higher accuracies. However,
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they reverted to using a probit regression model because the outcomes were more explainable.

2.5.3 Predictors used in Algorithms (RQ2)

In this section, we examine the predictors that are being used in algorithms in CWS. Most

algorithms are using over a hundred predictors so we systematically coded them and then grouped

the emergent codes into seven dimensions (see Table 3).

Demographics and Systemic Factors

Child demographics were accounted for by 20 papers (40%) and biological parents demographics

were accounted for by 10 papers (20%). Surprisingly, more than half the papers did not include

child or parent demographics in their models even though racial and ethnic disparities in CWS

have been recognized in social sciences [338, 372, 144]. Figure 3, illustrates that after 1990, there

was a decline in the number of studies that used demographic variables in their algorithms. The

Systemic factors dimension includes factors associated with CWS, such as characteristics of the

agency and caseworkers. Two papers (4%) use variables relating to characteristics of the agency,

such as location and staffing vacancies and one paper (2%) accounted for the characteristics of

the caseworker, such as caseloads and the level of training. This is surprising because child-

welfare literature acknowledges the impact caseworkers have on child outcomes [389, 89]. The

caseworker is the child’s primary contact between the biological parents, foster parents, and

CWS. They navigate through the system and find services for children and families. In fact,

caseworker turnover is directly associated with placement instability [89]. Factors that lead to

high caseworker turnover include low salary, high caseloads, administrative burdens, low levels

of training, and lack of supervisory support [89]. Systemic factors are one of the biggest reasons

why children experience multiple placement moves in CWS [128]. This once again alludes to the

atheoretical model construction that does not account for the salient factors well-established in

evidence-based social work.

Foster-child related factors

Seven codes emerged out of the coding process and were grouped into three dimensions: child

strengths, child needs, and child risks. 11 papers (22%) use variables that align with Child

Strengths, such as interpersonal skills, coping skills, and level of optimism. Twenty-six papers

(52%) took into account a child’s emotional and behavioral needs and 15 papers (30%) recorded

the child’s day-to-day well-being and functioning, such as their school attendance and behavior,

personal hygiene, and communication skills. We also coded for variables associated with risk

factors that endanger child well-being. Suicide risk, risk behaviors, traumatic experiences, and

child involvement with CWS were our four emergent codes that were grouped under the Child

Risks dimension. 9 papers (18%) conducted a mental health screening to see if a child was suicidal
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Figure 3: Predictors used in Algorithms (RQ2)

or having suicidal thoughts. 20 papers (40%) accounted for risk behaviors such as self-harm,

recklessness, and social misbehavior, and 30 papers (60%) accounted for traumatic experiences

such as neglect, physical/sexual abuse, history of family violence, and community violence. We

noticed a trend here in that, almost all the risk assessment systems focused heavily on the

Child Risks dimension, whereas, placement recommendation systems focused on the Child Needs

dimension. Figure 3 depicts a rise in the number of studies that account for child strengths,

child risk, and child needs since 1995, that is, the post-SACWIS era. This alludes to the fact

that these child characteristics are well-documented by caseworkers in SACWIS and are being

used for modeling purposes.

All the studies we reviewed accounted for foster child-related factors in terms of their needs

and associated risks. However, only one study accounts for the child’s interactions with other

people, such as siblings, relatives, and the system itself. Moore et al. [331] account for factors

such as Placement with a sibling, Proximity to child’s home/relatives, and Characteristics of the

agency and caseworker ; factors well-studied in child-welfare literature [89]. Fluke et al. [170]

found that placement decisions may be made as a result of interaction effects of non-case related

factors such as characteristics of the agency and/or the caseworker. A study conducted in San

Diego County found that 70% of the placement moves were a result of systemic or policy-related

factors [244]; regardless of the child’s or parent’s circumstances.

Biological parents related factors

26 papers (52%) accounted for the biological parents’ risk behaviors and needs, such as physi-

cal/mental health, substance abuse problems, residential stability, and knowledge of the child’s

24



needs. We coded these variables into the Bio-Parents Risks/Needs dimension. Figure 3 shows

that biological parent factors have been consistently used by several studies, however, we see a

decline during 2005-2010. We also see a rise in the use of child-related factors during the same

time period. The introduction of the CANS algorithm that focuses on the child’s level of need

may be a plausible explanation for this trend. Different algorithms are using biological parent-

related variables differently. For example, risk assessment models quantify biological parents’

risky behavior so as to discern the risk of future maltreatment. On the other hand, placement

recommendation models are using this dimension to determine the level of trauma a child has ex-

perienced and recommend a placement setting based on their level of need. Factors surrounding

biological parents have been studied in great detail and accounted for by most algorithms.

Foster parents related factors

Four papers (8%) that we reviewed accounted for the characteristics of the foster parents, that

is, their income level, occupation, demographics, etc. Figure 3 shows that only 4 studies account

for foster parent-related factors with a significant gap between 1985 and 2016 where no study

accounted for these factors. Two papers (8%) look at the preferences of foster parents and one

paper (2%) accounts for the foster parents’ past performance and capabilities. Matching children

with foster parents that are trained and prepared to meet their behavioral and emotional needs

leads to increased stability for the children [89]. Matching children with foster parents that come

from the same cultural background also leads to better outcomes because it leads to smoother

transitions, lower stress, and a feeling of security for the children [73]. These factors are well-

studied in literature [89, 378, 475], however, we see that very little research has been done from

an algorithmic perspective. CWS has historically focused on ensuring safety and permanency

rather than child well-being, that is, improving the quality of lives of foster children [53].

2.5.4 Target Outcomes of Algorithms (RQ3)

In this section, we examine the target outcomes of the algorithms used in CWS. Figure 4 depicts

the trends in the target outcomes that algorithms have sought to model.

Risk Assessment

Predicting the risk of future maltreatment involves developing models using the empirical study

of cases of child abuse/neglect [39]. The factors that show a strong association with abuse

and/or neglect outcomes are selected to create an actuarial model which is then used to assess

new cases of alleged abuse/neglect. Twenty-eight papers (56%) focused on predicting risk as their

target outcome. Figure 4 illustrates that risk assessment has always received significantly more

attention than any other outcome since the introduction of regression models in social sciences.

The greatest criticism against these models is that they are not theoretically founded; these
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Figure 4: Target Outcomes of Algorithms (RQ3)

models are probabilistic in nature and not causal [39, 275, 413, 419]. Therefore, these models

need to be empirically validated by follow-up studies to ensure their reliability. Direct comparison

of any two actuarial models is a hard problem [39] and requires an in-depth understanding of

the contexts in which the predictors were collected, measured, and weighted in the models.

Studies conducted on risk assessment models show that these models are more accurate at pre-

dicting target events like child maltreatment than unaided judgment, however, they lack utility

[413]. Seven papers (14%) discuss the Structured Decision-Making (SDM) model, a framework

that integrates predictive and contextual assessments. CWS in several states have developed

their own versions of SDM, however, there are significant enough differences to treat them inde-

pendently as part of our review. Even though SDM is designed to assist caseworker decisions,

studies have found that there are constant disagreements between the tool (empirically-driven)

and caseworker assessment (conceptually/theoretically-driven) to the point that caseworkers de-

test using these tools as they were intended [413]. However, caseworkers must continue to rely

on these tools as a means of standardizing decisions, especially in cases of high uncertainty [419].

Placement Recommendations and Successful Placements

Models that focused on these two target outcomes were the precursors in the development of

algorithms in CWS. Figure 4 depicts that these target outcomes were being studied during

the time period of 1985-1990. However, no studies were published between 1991 and 2005 that

focused on these target outcomes. A plausible explanation for this decline would be the increased

focus on studying risk assessment during that period. 20 papers (40%) discussed recommendation

systems for foster care placements.

The most prominent algorithm that determines the placement criteria based on a child’s

level of need is the CANS algorithm [104]. 6 papers (12%) discuss the CANS algorithm which

is developed using the CANS psychometric scale [303]. CWS in a few states have developed
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their own versions of this algorithm, and therefore, were treated independently as part of our

review. It makes a recommendation from six levels of care in the order of increasing severity

– independent living, transitional living program, foster home, specialized foster care, group

home, and residential treatment center. It is used in a hybrid approach in conjunction with a

multi-disciplinary team which allows CWS to follow standardized admission criteria for cases

with lower levels of uncertainty [104]. This is a good initial approach to ensure child safety,

however, it is a minimal approach and does not seek to improve the quality of a child’s life.

Child-Foster Parent Matching

This approach seeks to match the specific needs of a child with the capabilities of foster parents.

That is, placing children with foster parents who are trained and certified to manage their

needs. It is a proactive approach towards improving the quality of lives of children and not just

minimizing the risk of maltreatment. Figure 4 shows that Child-Foster parent matching has

only been implemented since 2015 (2 studies). This approach is different from the placement

recommendation approach in that it addresses the specific needs of the child and the preferences

of the caregiver. For instance, matching with respect to child temperament, parent temperament,

and parental expectations leads to increased stability [378]. Placing children who have higher

emotional needs with foster parents who prefer to be emotionally involved offers these children a

better chance towards stability [472] than placing these children in a restrictive treatment setting.

Child-Foster parent matching is well-studied in evidence-based social work and is known to

improve stability and permanency outcomes [89, 378]. However, there is a dearth of information

within CWS on how to guide this process [378]. This is a significant knowledge gap for both

CWS and social scientists who seek to computationally model this approach. Moore et al. [331]

recently validated a matching algorithm that was implemented by CWS in the state of Kansas

for resulting in more stable placements.

Computational methods

Supervised
Machine
Learning

Unsupervised
Machine
Learning

Generalized
Linear
models

Discriminant
analysis/
statistical

tests
RA 9 2 16 1

Outcome PL 2 1 8 4
Variables MT 2 - - -

S-
PL

- - 4 1

RA: Risk Assessment model
PL: Placement Recommendation model
MT: Child-Foster parent Matching model
S-PL: Characteristics of successful placements

Table 4: Crosstabs between Computational Methods (RQ1) and Outcomes (RQ3)
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Outcome Variables Computational Methods

RA PL MT S-PL SUP UNSUP GLM DAS
Child demographics 8 6 2 4 7 1 7 5
Bio-parents
demographics

5 2 2 1 5 1 2 2

Characteristics of
Agency

- - - 2 - - 2 -

Characteristics of
Caseworker

- - - 1 - - 1 -

Child Strengths 3 5 2 1 5 1 5 -
Functioning 3 10 2 - 5 1 7 2

Predictors Child
Behavioral/Emotional
Needs

7 13 2 4 7 - 13 6

Suicide Risk 2 7 - - 3 - 4 2
Child Risk Behaviors 7 12 1 - 6 1 10 3
Traumatic Experiences 15 10 2 3 9 1 16 4
Child Involvement with
CWS

2 6 1 - 3 - 3 3

Bio-Parent Risk/Needs 15 8 - 3 7 1 16 3
Foster parent
characteristics

- - 2 2 2 - 1 1

Foster parent
preferences

- - 1 1 1 - - 1

Foster parent past
performance

- - 1 - 1 - - -

Foster parent
capabilities

- - 1 - 1 - - -

RA: Risk Assessment model SUP: Supervised Machine Learning
PL: Placement Recommendation model UNSUP: Unsupervised Machine Learning
MT: Child-Foster parent Matching model GLM: Generalized Linear models
S-PL: Characteristics of successful placements DAS: Discriminant Analysis/Statistical tests

Table 5: Relationship between the Computational Methods (RQ1), Predictors (RQ2) and Out-
comes (RQ3) used for designing child-welfare algorithms.

2.5.5 Relationship between Methods, Predictors and Outcomes

Relationship between Algorithms (RQ1) and Outcomes (RQ3)

Table 4 depicts crosstabs between the computational methods used and the outcome from all

the papers in our corpus. We saw that generalized linear models have mostly been used for

developing risk assessment models (16 studies) followed by placement recommendation models

(8 studies). Even with the emergence of newer machine learning methods, the majority of the

studies still continue to focus on risk assessment. 9 studies used supervised machine learning

for risk assessment, 2 studies focused of placement recommendation, and 2 studies focused on

child-foster parent matching.

Relationship between Predictors (RQ2) and Outcomes (RQ3)

Table 5 depicts the crosstabs between predictors used by computational models and the outcome

they seek to predict. First, we cross-examine the risk assessment models with respect to the

predictors that inform child characteristics. The majority of the models use a combination of

predictors that assess Child Behavioral/Emotional Needs (7 studies), Child Risk Behaviors (7
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studies), and Traumatic Experiences (15 studies). Several predictors coded under these dimen-

sions (e.g., self-harm, recklessness, physical/sexual abuse) are assessed by a caseworker at an

initial investigation and made available for predictive modeling. These predictors might already

exist in the data if the family has previously come under the attention of CWS. This approach

of aggregating the negative aspects of people’s lives while ignoring the positive aspects has been

criticized because of its deficit-based nature [72]. There is also an overlap between the Traumatic

Experiences of a child and the Bio-Parents Needs/Risk Behavior because the same predictors

(for e.g., history of physical/sexual abuse, medical trauma, parents’ criminal activity) are used

to conduct both needs assessment for a child and risks assessment for a parent.

Next, we cross-examine the predictors used by placement recommendation models. These

models are not employed at the onset of an investigation and are used by CWS when a child

needs to be placed in a permanent foster care setting. These models are generally more equitable

as compared to risk assessment models because they try to weigh in the positive characteristics

of a child, such as talents, interests, cultural identity, and school achievements to find an appro-

priate placement setting that meets their needs. Table 5 shows that placement recommendation

models account for predictors around Child Strengths (5 studies), Functioning (10 studies), and

Child Behavioral/Emotional Needs (13 studies) to weigh in the positive aspects and needs of a

child and balance that with predictors around Child Risk Behaviors (12 studies) and Traumatic

Experiences (10 studies) to find a suitable placement setting well equipped to meet their needs.

Relationship between Methods (RQ1) and Predictors (RQ3)

Table 5 depicts the crosstabs between predictors and computational methods. Most computa-

tional methods including both supervised machine learning and generalized linear models fo-

cused on Child Behavioral/Emotional Needs, Child Risk Behaviors, and Traumatic Experiences

to assess the risk of a maltreatment event or the needs of a child. Some predictors that in-

form these three codes include traumatic events (e.g., physical/sexual abuse, medical trauma),

child’s conduct and anger management, and delinquent behavior. After an initial investigation

is conducted by a caseworker and psychometric risk assessments are completed, these predictors

become available for modeling. However, quantifying risk from such a narrow set of predictors

has been criticized because it fails to account for the wide range of risk factors that arise as a

result of systemic issues in CWS itself [187].

2.6 Discussion

In this section, we discuss the implications of our findings and future research directions. Our

results provide implications for the human-centered design of algorithms in CWS, and more

broadly for the public sector, as well as specific guidelines for developing such systems.
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2.6.1 Algorithms Need to be theoretical & context-aware (RQ1)

Overall, we found a lack of theoretically derived and validated algorithms that demonstrated

that they took measures to integrate knowledge from the social sciences into their designs. Only

one study [331] constructed their model based on the child-welfare literature. Four studies even

discussed this lack of theory and proposed solutions in the form of cumulative risk models [308],

causal models [412], and revised SDM models grounded in risk and resilience theory [413]. Yet,

based on the published literature, such models have yet to be consistently implemented.

This finding is problematic because it shows that these algorithms ignore many factors that

affect how decisions are made in CWS. For instance, the decisions are often constrained by

current policies or scarce resources [188]. Many current empirical models frustrate child-welfare

workers because they do not account for such systemic factors. While some researchers have

suggested [273] that empirical prediction is enough and that theory, context, or causal inferences

are not always necessary in policymaking when outcomes remain desirable, we argue that this is

not a desirable stance to take in child-welfare contexts because there is significant debate on how

and which types of data, models, and outcomes are to be used in predictive modeling (with or

without theory). Empirical knowledge related to child-welfare practice is fragmented and social

science theories must be used to fill the gaps [187].

Therefore, we recommend that human-centered theoretical approaches be used to incorporate

factors arising from evidence-based social work [89] and understand the causal pathways that of-

ten dictate decision-making processes. Such algorithms that are informed by appropriate causal

theory would also have a greater likelihood of utilization as compared to their a-theoretical coun-

terparts [412]. Significant work has also found disconnects between the functioning of algorithms

and their social interpretations [46]. We see a similar phenomenon in CWS where the casework-

ers using Structured Decision Making (SDM) model must translate information from both forms

of assessments (clinical and algorithmic) leading to uncertainty and unreliable decision-making

[419]. Therefore, algorithms that are meant to aid decision-making often become the source of

frustration and force caseworkers to abandon their contextual judgments [413]. Human-centered

theoretical approaches can help by placing the meaning-making process [365] at the center of

the design process. It can help designers understand the theory of practice and uncover practi-

tioners’ sense-making processes (e.g., how they perceive quantified metrics [46]). Child-welfare

workers are generally not trained in statistical thinking and make decisions based on experience,

intuition, and individual heuristics [187]. Human-centered theoretical approaches can help us

understand the mental models of child-welfare workers, inform feature selection (design), as well

as interpret the results (evaluation).
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Our results also indicate that several states adopted the SDM approach because it was

supposed to integrate predictive and contextual assessments, however, it has fallen short of that

goal [419, 413]. There are several factors at play in regard to any child-welfare case and it becomes

critical to offer context to the case instead of focusing on a few broad factors without giving weight

to important nuances [337]. For instance, understanding contextual knowledge with respect to

an organization requires incorporating the organizational memory of the organization and its

people [314, 11] which is inherently HCI research. Social workers are trained in writing detailed

case notes by translating their context-specific experiences into text [114]. This unstructured,

unanalyzed, textual data is added to SACWIS systems [348]. We hypothesize that valuable

theoretical signals from these case notes can be considered within methodological approaches

like topic modeling that can make good use of such unstructured data. Indeed, in recent years,

HCI has developed a rich methodological tradition [47, 334, 95] of using signals from such

unstructured data as predictors within algorithms to study complex, sociotechnical systems.

2.6.2 Going Beyond What is "Easily Quantifiable" (RQ2)

Our results suggest that the majority of the algorithms used predictors around child and parent

characteristics, such as their needs, strengths, and associated risks (see Table 3). The vast ma-

jority of these predictors that are used for predictive modeling are derived from information that

is easily available and readily quantifiable. For example, child-welfare workers use psychometric

scales [131] to assess child and parent-associated risks and needs during an initial investigation

which then becomes available for predictive modeling. Some of these predictors are found in

almost every risk assessment model even though they have no predictive validity. For instance,

the severity of abuse is easily quantifiable and is found in several risk assessment models even

though there is little to no indication that it is related to the recurrence of abuse [85]. Moreover,

several predictors (parenting skills, parent conflict, etc.) have not been properly validated [187]

and can lead to unreliable predictions [187]. Such issues led the Illinois CWS (in 2017) to shut

down its predictive analytics program [241]. In addition, none of the predictors account for the

temporality of risk assessment. After an allegation of abuse, the assumption of escalation is the

baseline for risk assessment leading to inflated risk scores and excessive CWS interventions [426].

Human-centered theoretical approaches can result in a rigorous feature selection process that

relies on predictors that have been well-studied, understood, and validated in social sciences

[46]. De Choudhury et al.’s [138] work in mental health is a good example, where the researchers

validated constructs, focused on data biases and unobserved factors, as well as conducted sensi-

tivity analysis. Moreover, it compels us to look towards sources of information that have been

hereto hard to quantify. For instance, referring to our prior example around case notes advances

in NLP [470] now allow us to quantify and make holistic inferences about all the stakeholders
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involved in a child-welfare case. This can address persistent issues among cases that appear

similar based on the empirical data but exhibit high variation in outcomes [187].

Furthermore, human-centered participatory design [46] allows for HCI researchers to actively

engage with domain experts in child-welfare to understand how risk accumulates (and how to

model it), as well as engage with other stakeholders to better understand the systemic factors

around policies, laws, and organizational culture [479]. Here, PD [335] can navigate the thorny,

contextual differences between different legal and policy systems and the needs/values of stake-

holders. Lodato and DiSalvo [299] highlight the different forms and limitations of PD as well as

how PD can be conducted within such institutional constraints. Advances in CWS data systems

[172] can accommodate for the collection of several new predictors concerning child well-being

and systemic factors. Here, the active consideration of the needs and values of all stakeholders

can help avoid the same reliability and validity pitfalls for the new predictors that exist for many

of the current predictors.

2.6.3 Improve Lives and not just ‘Minimize Risk’(RQ3)

One of the fundamental goals of CWS in the United States is to ensure positive outcomes for

foster children [1], however, as our results confirm, the majority of the efforts in computational

modeling continue to be focused on risk assessment (see Table 3). Risk assessment models only

seek to minimize the risk of future harm and not improve the quality of lives of foster children.

The target outcome of "risk of maltreatment" is poorly defined [496]. Federal and State law

dictate how child abuse and neglect are defined and the state definitions often vary and establish

the grounds for intervention by CWS [1]. Algorithms are trained on cases of substantiation, that

is, cases where CWS judged maltreatment to have occurred [187]. This judgment in itself is very

subjective and depends on state laws, policies, and CWS intervention criteria which are often

dictated by the level of funding and caseloads [89].

Human-centered approaches can help theoretically define not only the predictors but also the

target outcomes with the help of stakeholders and domain experts to ensure these key ingredients

needed for algorithm design are validated and reliable. Human-centered participatory design can

also unravel concerns around the social interpretations of algorithmically-based systems. For

instance, Brown et al [72] investigated the community perspectives of risk assessment models

in child-welfare. Child-welfare workers criticized these models because of their ‘deficit-based’

nature, that is, this approach only captures negative inputs to predict a negative outcome.

There is growing concern that such an approach drives disproportionate negative caseworker

perceptions that ultimately leads to negative actions [72]. Badillo-Urquiola et al. [38] also

recognized the problems with a deficit-based framing in that it creates a sense of moral panic

and diverts attention away from positive outcomes. They suggested that researchers focus on
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"strength-based approaches" that focus on positive factors that help improve lives.

CWS should actively focus on approaches that disrupt the status quo [224] and seek to

improve the lives of foster children, such as Child-Foster Parent Matching [89, 378, 472]. This

requires an ongoing engagement with foster parents and foster children to understand their

specific values and needs as well as their cultural and parental expectations. HCI can contribute

here by drawing on its rich tradition of work in action research, participatory design, and value-

sensitive design to incorporate the values and needs of the stakeholders [175, 434, 32, 42, 59]. In

addition, HCI researchers have developed methodological approaches that not only incorporate

stakeholders into the design process but also the data analysis and interpretation processes

[49, 487]. Moreover, advocating for foster children, a vulnerable and marginalized population, is

inherently a social justice issue. HCI researchers have a long history of contending with social

injustices and have developed theoretical and methodological approaches that seek "not so much

to predict the future, but rather to imagine a radically better one [175]." Given the paucity of

human-centered research into this domain and the richness of available social science literature

[89, 378, 56, 73, 389, 128], this presents HCI researchers with a set of complex socio-technical

challenges to study.

2.6.4 Recommendations for Future Research

Bridging AI and HCI Through Participatory Design

Our results indicate that there is a lack of theoretically-designed algorithms (see Table 2) which

adds to the frustrations of child-welfare workers who are being pressured into using these algo-

rithms as a means of standardizing decisions [413]. This situation is further exacerbated by a

lack of PD leading to algorithmic systems that offer low utility [419]. Only one study in our

corpus engaged with child-welfare workers to understand their concerns and needs [72]. PD [335]

allows for the active inclusion of people most affected by a system. Engaging child-welfare work-

ers in the design as well as evaluation processes ensures that their needs are met and that the

system integrates well with child-welfare practices. Child-welfare workers who use algorithms

on a daily basis strongly stress the need to be able to explain these models to each other and

to policymakers [337]. Not only does this depend on which computational methods are used

to construct an algorithm, and how they are deployed but also on how outcomes are defined

and measured. This offers research pathways for HCI researchers who have increasingly started

devoting attention to explaining outcomes and predictions [288, 329]. Moreover, it is imperative

that researchers engage with the stakeholders because there are both, ethical and legal ramifica-

tions of using certain types of data. For instance, legal requirements might not allow a juvenile’s

criminal record or history of physical and/or sexual abuse to be used for modeling [421].
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Algorithmic Decision Making via Speculative Design

We found that 56% of studies took a deficit-based approach to mitigate risks even though

child-welfare literature has discussed the significance of equitable outcomes (e.g., child-foster

parent matching). Recent studies based on newer technologies still continue to focus on risk

assessment and uncritically reproduce the status quo. Designing against the status quo means

setting our goals beyond risk assessment, and moving more ambitiously toward design that

challenges underlying problems [224]. Speculative design [46] can allow stakeholders to shift

their focus away from algorithms and be truly innovative in how they imagine problems and

their underlying causes without being constrained by what might be technologically feasible.

This is especially important for algorithm design where the boundaries of possibility change

every day [46]. For instance, child-foster parent matching is well-documented in the literature

for almost two decades but it has only recently been explored in an algorithm [331] because of

advances in decision-tree learning. Similarly, innovation also creates novel avenues for studying

the interactions and decision pathways resulting from different policies and programs [479].

2.7 Limitations and Future Work

We conducted a comprehensive and systematic literature review which was limited to the US-

based child welfare system. We may have also missed algorithms used within CWS that are

not publicly available for review. For instance, reports by non-profit organizations or state

governments may have been distributed internally. Therefore, we plan to work directly with

CWS agencies and conduct user interviews about the systems and algorithms being used within

CWS to identify any other algorithms that have been implemented. To move towards using

a human-centered approach to build new, evidence-based, and theoretically-driven algorithms,

we plan to work with stakeholders in CWS to understand how different policies, practices, and

programs create different decision pathways for child placements and services offered to families.

2.8 Conclusion

In conclusion, we recommend that the HCI community partners with CWS to do the following: 1)

A renewed focus on theoretically-designed algorithms with the active engagement of stakeholders

through the design and evaluation phases, 2) Develop algorithms for practice that incorporate a

more comprehensive set of predictors well-studied in child-welfare literature, as well as predictors

hard to quantify thus far, and 3) Focus on equitable outcomes founded in evidence-based child-

welfare and sociology research that improve the quality of lives of foster children instead of

merely mitigating future risks.
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CHAPTER 3: A FRAMEWORK OF HIGH-STAKES ALGORITHMIC DECI-
SION MAKING FOR THE PUBLIC SECTOR DEVELOPED THROUGH A CASE
STUDY OF CHILD-WELFARE

ABSTRACT: Algorithms have permeated throughout civil government and society,

where they are being used to make high-stakes decisions about human lives. In this

paper, we first develop a cohesive framework of algorithmic decision-making adapted

for the public sector (ADMAPS) that reflects the complex sociotechnical interactions

between human discretion, bureaucratic processes, and algorithmic decision-making

by synthesizing disparate bodies of work in the fields of Human-Computer Interaction

(HCI), Science and Technology Studies (STS), and Public Administration (PA). We

then applied the ADMAPS framework to conduct a qualitative analysis of an in-depth,

eight-month ethnographic case study of algorithms in daily use within a child-welfare

agency that serves approximately 900 families and 1300 children in the mid-western

United States. Overall, we found that there is a need to focus on strength-based al-

gorithmic outcomes centered in social-ecological frameworks. In addition, algorithmic

systems need to support existing bureaucratic processes and augment human discre-

tion, rather than replace it. Finally, collective buy-in in algorithmic systems requires

trust in the target outcomes at both the practitioner and bureaucratic levels. As a

result of our study, we propose guidelines for the design of high-stakes algorithmic

decision-making tools in the child-welfare system, and more generally, in the pub-

lic sector. We empirically validate the theoretically derived ADMAPS framework to

demonstrate how it can be useful for systematically making pragmatic decisions about

the design of algorithms for the public sector.

3.1 Introduction

The influence of neoliberal politics and theories of New Public Management (NPM) [282] through-

out most modern societies over the past two decades has sought to reform public services by

emulating corporations to improve efficiency [290]. One way to achieve this goal for public sector

services (e.g., child-welfare, labor, criminal justice, and public education) is through the adop-

tion of automated processes (e.g., decision-making algorithms), as they purportedly promise to

increase efficiencies, lower costs, and provide better outcomes for citizens. [382]. As such, al-

gorithms in the public sector have become pervasive and, in turn, well-studied in recent years

[307, 163, 107]. Consequently, they have also been scrutinized for achieving worse outcomes, ex-

acerbating racial biases, and strengthening structural inequalities [163, 377, 397] within systems

that are overburdened and under-resourced, yet critically needed [298, 135].
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As a case in point, 423,997 children were in the U.S. Child Welfare System (CWS) in Septem-

ber 2019 which represents a steady increase in the past decade [349]. This number is only

expected to grow in upcoming years barring major structural reforms. This has created an

ever-increasing burden for CWS workers to make decisions about children that provide positive

outcomes for them. Policymakers have decided that one avenue to address this issue is to imple-

ment algorithmic decision-making within CWS [4]. As such, algorithmic decision-making tools

are now being used in high-stakes CWS situations, including making risk assessments of child

abuse [137] and determining placement stability [331]. Brown et al. [72] conducted co-design

workshops with stakeholders within the CW community (e.g., families, frontline providers, and

specialists) and found that such algorithms largely bolstered distrust, perpetuated bias, and

created black-boxed systems, which accelerated concerns about how these tools may negatively

impact child-welfare workers’ decisions. Thus, any technological solution cannot be inherently

deemed ‘fair’ or ‘just’ and require complementary policy changes to affect community percep-

tions [72]. In a recent comprehensive review of the literature, Saxena et al. [397] highlighted the

lack of human-centeredness [46] in the design and implementation of these algorithms and the

need for more empirical work on how these algorithms are embedded in the daily work practices

of child-welfare caseworkers. Thus, the gaps identified in these prior works led to the following

overarching research questions:

• RQ1: What are the high-stakes outcomes for which algorithmic decision-making is lever-

aged within the child-welfare system?

• RQ2: How does the implementation of a given algorithm impact algorithmic decision-

making, human discretion, and bureaucratic processes?

• RQ3: What are the potential benefits and drawbacks when balancing the trade-offs between

these three elements?

To address these questions, first, we synthesized prior literature to develop a theoretical

framework for Algorithmic Decision-Making Adapted for the Public Sector (ADMAPS). While

SIGCHI researchers have attempted to formalize the dimensions of algorithmic decision-making

in various contexts [16, 354, 232], we argue that the high-stakes decisions being made within

the public sector necessitate the critical need for a distinctly unique framework for algorithmic

systems that accounts for the complexities of public sector bureaucratic processes [164, 300, 178]

and the delicate application of human discretion that has historically been a cornerstone of social

services [297, 431]. We did this by synthesizing related works from the fields of Human-Computer

Interaction (HCI), Science and Technology Studies (STS), and Public Administration (PA).

Next, we leveraged the ADMAPS framework as a theoretical lens in which to analyze the qual-

itative data collected from an eight-month in-depth ethnographic case study of a child-welfare
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agency in the mid-western United States. We attended 55 agency meetings and conducted

20 individual interviews over the course of eight months, which resulted in daily interactions

with approximately 120 CWS agency employees and external consultants. To answer (RQ1),

we first identified the algorithms used within the CW agency and the relevant data and out-

comes they addressed within the system. For (RQ2), we assessed whether and how each algo-

rithm affected each dimension of human discretion (professional expertise, value judgments,

heuristic decision-making), bureaucratic processes (resources and constraints, administration

and training, laws and policies), and algorithmic decision-making (relevant data, types of

decision-support, degree of uncertainty). Finally, for (RQ3), we compared the four algorithms

identified (i.e., CANS, 7ei, AST, and LPS) to show how ADMAPS can help balance the trade-offs

in algorithmic decision-making to optimize the benefits and minimize the drawbacks associated

with the high-stakes outcomes within the CWS.

Overall, we found that there is a need to refocus on strength-based outcomes centered in

social-ecological frameworks [71] (RQ1). We define strength-based outcomes as those that draw

upon a person’s assets and strengths rather than their deficits and weaknesses [38, 495]. In

addition, an over-reliance on algorithmic decision-making to support bureaucratic processes can

be detrimental to human discretion, however, algorithmic decision-making can support human

discretionary work if they are fully supported by bureaucratic processes (RQ2). Finally, algo-

rithmic decision-making should augment human discretion (by building theory-driven algorithms

centered in practice) rather than attempt to replace it; algorithm decision-support systems and

bureaucratic processes need to be aligned (lack of balance creates utility issues) and collec-

tive buy-in in such systems requires trust in algorithmic outcomes at both the caseworker and

bureaucratic levels (RQ3). Thus, this paper makes the following unique research contributions:

• We conducted an in-depth ethnographic case study to understand the daily algorithmic

decision-making practices of caseworkers in CWS.

• We go beyond existing recommendations for AI/ML to provide specific heuristic guidelines

for algorithmic decision-making in CWS that can be of use to caseworkers, supervisors,

government bureaucrats, and policymakers.

• We developed a theoretical framework (ADMAPS) of algorithmic decision-making in the

public sector that synthesizes prior work on algorithmic decision-making in non-public

sector settings with the unique challenges, limitations, and opportunities in the public

sector. ADMAPS is generalizable to a wider range of public sector domains such as the

criminal justice system, unemployment services, and public education.

In the sections that follow, we first highlight some of the high-stakes decisions made within
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the public sector. Then, we introduce our framework for Algorithmic Decision-Making

Adapted for the Public Sector (ADMAPS). Finally, we use ADMAPS to present an

in-depth ethnographic case study of four algorithms used daily in CWS to determine high-

stakes outcomes for foster children, including trauma-informed care, placement stability, and

sex-trafficking risk.

3.2 The High-Stakes Decisions Made within the Public Sector

Algorithmic systems are being used to make high-stakes decisions about human lives and welfare

in the public sector ranging across child-welfare, criminal justice, public education, job place-

ment centers, welfare benefits, and housing among others. For example, the criminal justice

system employs algorithms to determine the length of sentencing [214], allocate resources to

neighborhoods [93], and predict the likelihood of recidivism (i.e., recommitting a crime) [151].

In the child-welfare system, decisions are being made about whether to remove a child from the

care of their parents based on the risk of future maltreatment [129], who should be raising a child

[331], and what types of services should be offered to families [201]. The public education system

also uses algorithms to assign students to public school zones [386, 385] and determine student

performance [482]. Job placement centers profile job seekers and make job placement decisions

using algorithms as well [17, 232]. Algorithms are also used to establish eligibility criteria for

receiving benefits and offer these benefits to families in need [163]. In short, many of the ways

in which algorithms are being implemented in the public sector result in life-altering, if not life

and/or death consequences.

The public sector differs uniquely from the private sector in terms of algorithmic decision-

making in two distinct ways. First, outcomes in the public sector like assessing the risk of recidi-

vism in criminal justice or assessing the need for welfare services are poorly and inconsistently

defined [212, 45, 397, 163, 492]. Moreover, an individual’s personal situation can (de)stabilize

several times making it hard to assess what constitutes a successful outcome or intervention [232].

Second, current practices of using aggregate administrative data that is often poorly collected

[118, 397, 201] and biased to predict an individual’s behavior is a complex and hard task that

may lead to unfairness in decision-making outcomes and is, in most western, liberal democratic

systems unconstitutional and/or illegal [467]. These two factors combine to make algorithmic

decision-making in the public sector, a high-stakes decision-making environment that has real

repercussions for the lives and liberties of people. Therefore, the algorithmic decision-making

process in the public sector needs to be scrutinized with the utmost care. Thus, there is an

urgent need to develop a cohesive, yet tailored framework for algorithmic decision-making that

is validated with in-depth, empirical work focusing on daily algorithmic practices.
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3.2.1 Algorithmic Decision-Making within the Child-Welfare System

Algorithms in child-welfare have historically relied on a narrow set of psychometric predictors

that are used to assess the risks and needs of foster children and parents. However, a more

comprehensive understanding of the accumulation of risk is necessary to account for the family’s

social support system as well as the risk posed by the system itself [397]. Saxena et al. [397]

recently conducted a systemic review of algorithms employed in the U.S. child-welfare system and

uncovered several discrepancies in regard to data, computational methods, and target outcomes

of these algorithms [397]. There is a need for theoretically constructed algorithms centered in the

nature of the practice. Moreover, decisions must be made within the constraints of policies and

systemic barriers; characteristics not accounted for by algorithms. The majority of algorithms in

CWS are empirically constructed even though the empirical knowledge in child-welfare is quite

fragmented and social science theories need to fill in these gaps [187]. For instance, child-welfare

workers are often frustrated by algorithms because they do not account for the scarce resources in

the public sector [188]. Risk assessment has also been the dominant focus of algorithms in CWS,

however, there are concerns about their deficit-based nature that only seek to minimize risk but

not improve the quality of children’s life. This is driving attention away from strength-based

frameworks [397, 72, 367, 38]. Prior work has also explored the utility of algorithms designed to

aid decision-making and found that they increased uncertainty and led to unreliable decisions

since caseworkers were required to translate information from both the clinical and algorithmic

assessments [419, 412]. More recently, researchers have also focused on the need to uncover

the politics, economics, and social implications of CWS algorithms and established the need to

actively work with practitioners and domain experts to understand their perspectives about such

systems as well as the systemic factors centered in policies, laws, and organizational culture that

play a significant role in decision-making [400, 377, 202, 72]. This paper responds to these calls

by conducting a deep ethnographic analysis of algorithms in use at a CWS agency and uncovers

their social, technical, and political implications.

3.3 A Framework of Algorithmic Decision-Making Adapted for the Public Sector
(ADMAPS)

As shown in Figure 1, we leveraged a socio-technical perspective of algorithmic decision-making

that captures the three-way interactions between: 1) human discretion, 2) bureaucratic

processes, and 3) algorithmic decision-making. We did this by synthesizing relevant, yet

disparate, bodies of work across the fields of Public Administration (PA), Science and Technolo-

gies Studies (STS), and Human-Computer Interaction (HCI) to create a cohesive framework of

Algorithmic Decision-Making Adapted for the Public Sector (ADMAPS). This framework is a
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Figure 5: A Framework for Algorithmic Decision-Making Adapted for the Public Sector
(ADMAPS). The three core elements of the framework are Human Discretion, Bureaucratic
Processes, and Algorithmic Decision-Making.

core contribution of this paper and also served as a theoretical lens for grounding the qualitative

analyses of our empirical case study within the domain of child-welfare.

Scholars within the PA field have extensively studied how human discretion by street-level

bureaucrats 2 plays a central role in navigating bureaucratic processes and implementing

policies. For example, bureaucrats act with a certain level of autonomy in how they interpret

and apply professional standards when determining which clients must receive welfare benefits

or services [431]. Public Administration scholars have also started to recognize the impact of

information communication technologies (ICTs) on the nature of human discretion and bureau-

cracy with some recent attention paid to artificial intelligence [81, 360, 306, 75, 490]. Young

et al. [490] introduced artificial discretion as a theoretical framework to help public managers

assess the impact of AI and how it differs from human discretion with respect to task specificity

and environmental complexity. However, several of these studies, rich in their understanding

of human discretion and bureaucracy, continue to treat algorithms as peripheral end products;

a new part of bureaucracy to which human discretion must adapt. Meanwhile, STS scholars

conducting studies in the public sector have used Kitchin and Lauriault’s framework of data as-

semblages [269] to deeply study the intersection of bureaucratic processes and algorithmic
2A street-level bureaucrat is a professional service worker (e.g., social worker, police officer, teacher) who

operates in the frontline of public service provision. They interact closely with clients and make decisions about
them based on how they interpret policies relating to the situations at hand [297].
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decision-making by examining the politics of data systems [377, 482, 291]. Data assemblages

perceive data systems as complex assemblages of human actors, artifacts, technical systems, in-

stitutions, and ideas. This framing provides a means to consider how these systems are socially,

economically, and politically constructed. Similarly, STS scholars have also used Seaver’s notion

of algorithms as culture [414] to understand the social implications and values of algorithmic

systems through an ethnographic analysis. These studies have made significant contributions

towards the community’s understanding of how algorithms shape and are shaped by cultural

context, how value is inscribed to algorithms, and how power is afforded to them. However,

the often macro-level perspective applied within the field of STS may at times miss some of

the nuances at the bureaucratic street-level, which is where human discretion is most critical.

Due to the high-stakes decisions being made within the public sector, there is an urgent need to

map the complex interdependencies between the core elements of human discretion, bureaucratic

processes, and algorithmic decision-making that often go unnoticed in the public sector.

The SIGCHI research community is well-positioned to do this cross-disciplinary and inte-

grative work due to our strengths in taking a human-centered [46] and value-sensitive approach

[494] to the design and development of algorithms. Further, the CSCW is a well-suited venue

for this type of research due to the collaborative nature of the work being performed by teams

of CWS employees and external consultants when making critical decisions about the well-being

of children. In the sections below, we describe the key dimensions of our framework.

3.3.1 Human Discretion

Lipsky’s theory of street-level bureaucrats [297] defines human discretion as an individual’s abil-

ity to exercise their own judgment in implementing government policies in complex and uncertain

problem spaces. Scholars across multiple disciplines have recognized the importance of human

discretion in developing algorithms and interpreting and administering algorithmic decisions

[46, 356, 357, 358, 149] but also in interpreting and making policy decisions [297, 94, 178, 76].

However, when HCI scholars deliberate over human discretion, it generally occurs from a design

perspective. That is, how can we incorporate humans’ tacit knowledge, social interpretations,

and values into the design process [46, 494]. Whereas, when Public Administration scholars dis-

cuss human discretion, it refers to the decision-making latitude as well as the value-laden choices

that bureaucrats must make when experiencing complexity and uncertainty [297, 81, 76]. We

integrate this knowledge about human discretion and close this loop by presenting the following

process model where the bureaucrats use their professional expertise, engage in value judgments,

and heuristic decision-making.
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Professional Expertise

The tacit and explicit knowledge developed by workers in any given domain [46, 428]. It plays an

important role with respect to the workers’ confidence in their own decisions [364] as well as the

level of adeptness with which they navigate bureaucratic processes [178, 94], negotiate resources

[76], and seek additional supervision [162]. As novice practitioners gain confidence in their

skills, they become more aware of the need to pursue additional details, supervision, and other

opportunities to increase their level of domain knowledge [477]. Professional expertise, however,

is also domain-specific and continually evolves with time [364, 162]. It is necessary to examine

the nature of professional expertise within the public sector which is rapidly evolving through

the continued digitization and automation of work processes that were previously the forte of

street-level bureaucrats [81, 198]. Practitioners in the public sector are continually acquiring new

skills as they learn to make decisions through data and interpret algorithmic outputs [62, 75],

however, these new skills are not aligned with what constitutes professional expertise [232].

Value Judgments

Practitioners must consider and balance human and democratic values when assessing cases

about citizens [232, 179]. This is another key dimension of human discretion because workers

must weigh the competing motivations of different clients as well as differing notions of values

and incorporate them within their decision-making processes. Value judgments play a perti-

nent role when a practitioner is faced with ethical dilemmas and informs their decision-making

ability. Practitioner’s beliefs and moral values are important factors in regard to how street-

level decision-making unfolds [318, 392, 300]. Moreover, practitioner’s personal values are often

mediated by organizational culture which subsequently yields results that can be significantly

different than results centered in personal values [180]. Therefore, it is essential to understand

the role of value judgments because practitioners have assumed the role of value mediators who

must weigh the needs of citizens against the demands of policymakers [370].

Heuristic Decision-Making

Heuristics refer to the cognitive strategies used to form judgments, make decisions, and find

solutions to complex problems [199]. Gigerenzer and Gaissmaier [199] reviewed research on

heuristic decision-making in business organizations, health care, and legal institutions and es-

tablished the fundamental role it plays within organizations. Heuristic decision-making can lead

to more accurate decisions than complex rational models and selecting information in an adap-

tive manner can lead to more accurate judgments than weighing all of the information [332].

Practitioners work more effectively and efficiently when their knowledge base in well-organized

and centered in heuristics since it allows them to separate relevant and irrelevant knowledge
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for any given context [31]. Simple heuristics can be more successful especially in uncertain and

complex spaces since all the information required to make a decision might not be available as

a result of uncertainty [30]. Therefore, it becomes imperative for practitioners to rely on their

heuristics that are acquired through experience and practice [477]. Moreover, decision-making

in organizations must involve professionals’ heuristics because the ideal conditions required for

rational and reductive models rarely hold true in an uncertain world [359].

3.3.2 Bureaucratic Processes

Bureaucratic processes are the critical governance characteristics essential for policy development

and implementation to serving public interests [164, 165, 178]. Both HCI and Public Adminis-

tration scholars have recognized the dominant role that bureaucratic processes play both with

respect to establishing the role of bureaucrats (i.e., human discretion) as well as the adoption of

technology [62, 76, 299, 400]. Scholars have also emphasized that policy/bureaucratic considera-

tions must precede technology design and professional practice considerations [243]. We include

three different dimensions to bureaucratic processes consistently highlighted in the literature as

described below.

Resources and Constraints

Availability of essential resources (administrative, financial, personnel, political) directly impact

organizational performance [289, 177, 313]. Resources can also be viewed as constraints within

which the organization must operate [289]. This dimension is of special importance for the public

sector which is facing severely limited resources and new dilemmas in the form of burdensome

workloads, high staff turnover, and a lack of experienced workers [313, 327]. Examining how these

scarce resources are allocated in public services is crucial because most agencies are experiencing

a push to innovate and invest in evidence-based practices to improve performance [465], however,

investing in innovation can be challenging in a resource-deficit domain [352].

Administration and Training

Protocols, workflows, and processes established at the organization that are followed by work-

ers in their day-to-day practice and play a significant role in decision-making [297, 289, 362].

Organizational processes offer the means to understand how an agency makes decisions within

policy mandates as well as how it meets diverse public needs [60]. Processes are established to

improve accountability in the form of consistent, transparent, and defensible decision-making

and allow the agency to effectively communicate compliance with legal mandates as well as uti-

lize existing knowledge routines to improve reliability [362, 139]. Moreover, processes followed

by practitioners in their daily lives also continually shape policy on the ground [297, 70]. This

dimension also identifies the workers’ training in the public sector which plays a critical role in
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regard to individual, team, and organizational development [264]. New assessments and tools

are continually being introduced in the public sector in pursuit of creativity and innovation such

that it leads to standardized and evidence-based decision-making [143, 75, 91], however, this also

necessitates a need to examine if workers are being adequately trained to fully utilize these tools

[460]. Training at the organization also establishes the basis for worker expertise by ensuring

that the workers skillfully mediate both the nature of practice and bureaucratic processes [477].

Law and Policies

Formal actions enacted by legislatures or political executives that public administrators must

comply with and implement [360]. Laws and policies establish the constraints within which

all decisions (human or algorithmic) must be made as well as define the outcomes of interests

themselves. For instance, the law dictates which data is available for predictive modeling and

how target outcomes are defined [421, 397]. This dimension is of critical importance since

it directly impacts both human discretion and algorithmic decision-making. For instance, the

policy decision to expand mandated reporting in child-welfare significantly increased the number

of cases referred to CWS as well as broadened the definitions of child abuse and neglect (with

implications for algorithmic modeling) [324]. Prior work has acknowledged the dominant role

that bureaucracy or policy plays in the public sector both in regard to decision-making as well

as the adoption of technology [299, 243]. The central role of bureaucratic processes is evident

from prior work conducted in public services where caseworkers pushed for algorithmic systems

that could help mitigate organizational contradictions and clarify organizational processes [232].

3.3.3 Algorithmic Decision-Making

Algorithmic Decision-Making is defined through the lens of street-level algorithms, a term re-

cently coined by Alkhatib and Bernstein [16] in the HCI community. Street-level algorithms

directly interact with and make on-the-ground decisions about human lives and welfare in a

sociotechnical system [16]. Prior work has argued that algorithms in the public sector are a do-

main in its own right [232, 137, 464, 397, 400] and must be characterized differently as compared

to algorithms in the private sector where the decision outcomes are well-defined. Therefore, it

becomes important to examine and critique the dimensions within Algorithmic Decision-Making

that impact the predicted outcomes. Algorithmic Decision-Making is the most flexible element

of the framework that designers can directly impact. That is, algorithms must be developed in

such a way that they balance the other two elements (human discretion and bureaucratic pro-

cesses). HCI methodologies such as value-sensitive algorithm design [494] and human-centered

algorithm design [46] can ensure that the algorithms account for the values of stakeholders as well

as theory-driven practice. Moreover, participatory design can unravel the policy mandates and
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institutional processes that often mediate the decision-making process and must be accounted

for within systems design [299, 400].

Relevant Data

Necessary information about individuals and their environment must be collected to be able to

adequately predict an outcome of interest. In several domains within the public sector, there is

significant debate about which predictors are associated with which outcomes [395, 151, 232].

Moreover, the necessary information may not always be available or inconsistently available

with contradicting factors [118]. For instance, risk assessment algorithms in child-welfare have

traditionally only used a narrow set of predictors (child and parent characteristics) to assess risk

[397]. However, a more comprehensive understanding of risk is necessary, including the risk posed

by the system itself [187]. Therefore, algorithms need to be theoretically constructed with proper

considerations from domain experts with respect to feature selection and modeling to ensure that

the algorithm offers higher utility and complements the theory of practice [400, 46, 494].

Types of Decision-Support

Two types of algorithms are predominantly used in the public sector; predictive and prescriptive

algorithms. Predictive algorithms seek to predict the likelihood of the occurrence of an outcome

of interest, whereas, prescriptive algorithms act as decision aids and offer recommendations to

intervene and affect the outcome of interest [141]. Examining the nature of decision-support

systems is equally as important as interrogating the outcome itself. Prescriptive decision aids

are often introduced as a means to improve decision-making while not shifting agency away

from workers. However, prior research shows that workers allow decision-aids to supplant their

own decisions when they lack confidence and/or experience [163, 397, 419]. Moreover, the calls

for human-in-the-loop might be moot if there is a lack of understanding about how algorithms

impact human decision-making and how the type of decision-support (i.e.- algorithm design)

impacts the practical possibilities for human intervention [360, 419, 412].

Degrees of Uncertainty

Decision outcomes in the public sector are not well-defined and as previously noted, a person’s life

can stabilize or destabilize several times making it hard to predict what constitutes a successful

outcome [232]. Prior research has also established that an irreducible degree of uncertainty

exists with respect to the outcomes in the public sector [219, 137, 75] with both humans and

algorithms likely to make mistakes. Pääkkönen et al. [354] further extend this argument to

state that the design of algorithmic systems must identify and cultivate important sources of

uncertainty because it is at these sources where the need for human discretion accumulates since

ambiguity about the operation of the algorithm persists.
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This framework challenges designers, practitioners, and policymakers to rethink the core

assumptions and nature of their practice which are evolving in an increasingly socio-technical

public sector and need to be re-examined in light of these new challenges and opportunities.

It provides a structured way to think about socio-technical problems centered in algorithmic

decision-making in the public sector, study the interdependencies between the dimensions, and

recognize underlying causes that impact decision-making.

3.4 Methods

In this section, we describe our partnership with a child-welfare agency to address the research

questions set forth in the introduction of our paper.

3.4.1 Study Overview

The goal of this study was to examine the algorithms that caseworkers use in their daily work

lives and unpack the collaborative nature of how these algorithms were used in group settings.

To accomplish this, we partnered with a child-welfare agency, which serves about 900 families

and 1300 children in a large metropolitan area in the midwestern United States. The state’s De-

partment of Children and Families (DCF) contracts child-welfare services to this agency which

must comply with all DCF standards including the use of mandated algorithms or decision tools.

We conducted an eight-month long in-depth ethnographic case study at the agency from August

2019 to March 2020. Before conducting observations or recruiting participants for interviews,

we obtained Institutional Review Board (IRB) approval at our mid-sized private research uni-

versity to conduct our study. We then emailed the participants an IRB-approved consent form

and obtained their verbal consent to participate in the study. During this time, the first au-

thor observed child-welfare team meetings and conducted semi-structured interviews with key

stakeholders at the agency.

3.4.2 Meeting Observations and Interviews

The first author conducted in-person observations of meetings to gain the necessary understand-

ing of how algorithms were used in a team setting and how caseworkers interacted with these

algorithms in their daily work practices. These observations were also helpful in understanding

the collaborative work of child-welfare teams that make decisions that are mediated by poli-

cies, social work practice, and algorithms. Next, we provide a detailed description of the team

meetings and interviews.

45-Day Staff Meetings or Planning Meetings The 45-day staff meetings occur within the

first 45 days of a case coming into the care of the agency and are attended by child-welfare team

members involved at the front end of case planning. These meetings facilitate information sharing
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so that consensus can be reached in regard to the child’s well-being and placement stability3.

Each meeting is scheduled for 90 minutes, and we observed 15 meetings. These meetings are

typically attended by the CWS employees that work in case management, permanency planning,

family preservation, and licensing. Central to these meetings is the 7ei staffing protocol that

helps the child-welfare team apply principles and practices derived from trauma-informed care

(TIC) [228] to each case. The 7ei Staffing protocol is accompanied by the 7ei algorithm which

acts as a framework for TIC and helps track progress with respect to each case [450]. The

CANS algorithm is also used at these meetings to establish a baseline for foster children with

respect to mental health well-being. We also identified two more algorithms being used by the

child-welfare teams. Legal Permanency Status (LPS) algorithm is used to assess the quality of

the current placement and recognize systemic barriers. Anti Sex-Trafficking (AST) algorithm

is used to assess the risk of sex trafficking for foster youth. Observing these meetings allowed

us to understand how these decision-making tools were being used in practice, the benefits they

offered, as well as the challenges they posed.

Permanency Consultation Meetings Permanency consultation meetings are specialized

meetings designed to expedite permanency for children placed in out-of-home care by employing

innovative best practices and seeking to address any systemic or policy-related barriers. These

meetings are facilitated by permanency consultants and are staffed with many of the child-welfare

team members that attend the planning meetings. They regularly occur at the 5, 10, and 15+

month marks for every case until the case is closed. These ongoing meetings tended to be more

involved than the planning meetings as limited information is available at the onset of a case.

Moreover, permanency consultations involved cases that had been with the agency for several

months (if not years) and revealed the messy interaction between the complex socio-political

domain of child-welfare and the algorithmic tools being used. For instance, it was interesting

to observe how the child-welfare teams reached a consensus during decision-making discussions

when they had to account for policy and systemic barriers, social work practice, and algorithms.

Each meeting was scheduled for an hour, and we observed 40 of these meetings.

Semi-Structured Interviews Next, we used the knowledge gathered from these observations to

develop our interview protocol and recruit participants who consistently attended these meetings

as part of their job routines. After having first observed the child-welfare teams interact with

algorithms for several months, we conducted interviews to delve deeper into the participants’

understanding of these decision tools as well as the benefits and challenges as perceived by

them. We asked participants a series of questions about the nature of child-welfare work and
3Placement stability is defined as three or fewer placement moves for a foster child during the previous 36

months.
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the algorithms we observed being used at the agency. We also asked them to expand upon any

interactions we had observed during the meetings, such as the participant’s dislike or appreciation

for a certain algorithm or feature or their frustration (or their team’s) with the misuse of these

decision tools. We conducted 20 semi-structured interviews with child-welfare staff members,

which included permanency consultants, supervisors, program directors, ongoing case managers,

data specialists, and clinical therapists. Seventeen interviews were conducted at the child-welfare

agency in the participants’ private offices or conference rooms.

3.4.3 Qualitative Data Analysis

The first author took detailed observational notes during each team meeting and compiled a

debriefing document with his initial insights within 30 minutes of each meeting to retain as

much of his thoughts as possible. The interviews were audio-recorded and transcribed verbatim

for analysis. Notes, documents, and transcripts were shared among all co-authors. Our high-level

research questions guided our analyses, but within those questions, we allowed for new insights to

emerge and adjusted our research questions based on emergent insights. We performed thematic

qualitative analyses [112] to answer RQ1 and RQ3. The first author read through the interview

transcripts several times and created initial codes and consulted with co-authors to form a

consensus around the codes, as well as resolve any ambiguous codes. Next, these codes were

conceptually grouped into themes. However, in our results, we also use our observational notes

to augment the insights we gained from the interviews and note potential discrepancies and

nuances from the holistic insights gained from our site observations.

For RQ1, we used an open-coding process to identify the high-stakes decision outcomes asso-

ciated with the four algorithms that are embedded in child-welfare practice, namely, Child and

Adolescent Needs and Strengths (CANS), Seven Essential Ingredients (7ei), Anti Sex-Trafficking

Response Tool (AST), and Legal Permanency Status Tool (LPS). In understanding how these

algorithms were used in the daily practices of the CWS employees, we identified seven key pur-

poses: 1) Compensation Calculations: determine the monetary value to be offered to foster

parents for caring for foster children, 2) Mental Health Assessment: conduct a mental-health

screen of foster children to assess the risks and needs, 3) Level of Foster Care: determine

a suitable placement setting capable of meeting the needs of children, 4) Trauma-informed

Care: a trauma-responsive service model developed through an ecological understanding of ad-

verse events and trauma experienced by children and families, 5) Placement Stability and

Permanency: Track outcomes from the trauma-responsive service model and assess if they

are leading to better outcomes, 6) Sex Trafficking Risk Assessment: assess the risk of sex-

trafficking for a foster child, and 7) Quality of Placements and Systemic Barriers: Track

the current quality of placement and the systemic barriers inhibiting permanency.
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For RQ2, we used the ADMAPS framework to code for how each algorithm (i.e., CANS, 7ei,

AST, LPS) impacted (positively, negatively, or both) dimensions of ADMAPS. For example,

we found that CANS had an overall negative impact on human discretion with 80% of the

interviewees indicating that it negatively impacted professional expertise by limiting the scope for

value judgments and heuristic decision-making; 75% of the interviewees said that it reduced their

ability to make flexible value judgments on child outcomes; 80% of interviewees asserting that

they were no longer given the discretion to make decisions on behalf of the children assigned to

them because CANS made several of these decisions for them. These mappings to the ADMAPS

framework allowed us to assess the role that human discretion, algorithmic decision-making, and

bureaucratic processes played with respect to each of the four algorithms deployed in CWS daily

practice, as well as compare the differences between them.

For RQ3, we synthesized the patterns across the four algorithms to identify emergent themes

that were consistent across our analysis of RQ2 to give a bigger picture of the potential benefits

and drawbacks associated when balancing the tradeoffs between human discretion, algorithmic

decision-making, and bureaucratic processes.

3.5 RESULTS

In the following sections, we organize and present the results organized by our three research

questions. First, we identify the high-stakes outcomes for which algorithmic decision-making is

leveraged within the CWS (RQ1) and the roles of human discretion, bureaucratic processes, and

algorithmic decision-making play in these decision outcomes (RQ2). We do this separately for

CANS, 7ei, AST, and LPS. Next, we discuss the potential benefits and drawbacks when balancing

the different dimensions of the ADMAPS framework (RQ3). The interviewees’ profiles can be

found in the appendix.

3.5.1 Child and Adolescent Needs and Strengths (CANS) Algorithm

The Child and Adolescent Needs and Strengths (CANS) algorithm was used at all the planning

meetings (n=15) and discussed by all the interviewees (n=20). CANS algorithm is constructed

using the CANS assessment; a communimetric tool designed to assess the level of need of a

foster child and develop an individualized service plan [303]. With its primary purpose being

communication, CANS assessment is designed based on communication theory rather than psy-

chometric theories centered in measurement development [301]. CANS assessment was designed

to support decision-making with respect to assessing a child’s level of need and service planning.

However, as depicted in Figure 6, the CANS algorithm has been re-appropriated to measure

additional outcomes discussed below. It is conducted within the first 30 days of a child entering

the child-welfare system or moving to a new placement (e.g., foster home). It is then periodi-
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cally conducted every six months or per the request of caregivers if any supposed changes occur

regarding the foster child’s mental health.

CANS High-Stakes Decision Outcomes (RQ1)

Mental Health Assessment and Level of Foster Care. All child-welfare workers at

the agency are certified in conducting CANS for mental health screenings. As such, several

participants (60%, n=12) shared that the agency uses the CANS algorithm to conduct a mental

health assessment of foster children based on risks posed and exhibited behaviors. Participants

(60%, n=12) stated that the first CANS assessment was most useful because it helped establish

a baseline for the mental health needs of a child and the level of care that the child needed. For

instance, one supervisor explained:

"We need to have starting point.. what kind of behavioral issues does a child have?

What are their needs? Because we can’t naively place a high-needs kid with foster

parents who are not trained and certified to manage those needs. It’s a recipe for

disaster" -P9, Child Welfare Supervisor, MSW, 13 years

The first assessment is used to devise service plans for foster children (for e.g, behavioral

therapy) based on exhibited behaviors. It also facilitates sharing this information with other

parties such as legal parties and family preservation specialists who also play a role in case

planning. Child-welfare teams in both the planning meetings (n=15) and permanency consul-

tations (n=40) briefly discussed child needs and behaviors but then shifted to a more extensive

conversation about trauma using trauma-informed care. Some participants (50%, n=10) also

shared that the CANS algorithm recommends the level of foster care that the child should be

placed in (see Figure 6). Higher-level foster homes are trained and certified in taking care of

high-needs children. However, due to a lack of such homes, this decision often comes down to

the availability of resources.

Compensation Calculations. Using the CANS algorithm for calculating foster parents’ com-

pensation was another prominent theme that emerged in 73% (n=11) of the planning meetings

and 85% (n=17) of the interviews. However, it was not a dominant theme at the permanency

consultations, because compensation is directly negotiated between the foster parents, case man-

agers, and the supervisor. It does not require the input of the rest of the child-welfare team.

The state reimburses foster parents for the costs associated with having foster children placed in

their homes. Most of the participants (85%, n=17) quickly recognized CANS as the “rate-setting

tool” even though compensation calculation was not the primary purpose of the algorithm. One

supervisor explained:
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Figure 6: CANS Algorithm: Associated Decision Outcomes

"Foster parents who are taking in high-needs kids should be compensated for that. They

have to put in significantly more time and energy in managing those behaviors, taking

kids to therapy, setting healthy boundaries.. So we need this [CANS] standard to do

that" - P12, Child Welfare Supervisor, MSW, 7 years

The state needs a metric to be able to determine the compensation to be offered to each foster

parent. The Department of Children and Families (DCF) decided to associate this compensation

with the mental health needs of a child, that is, the higher the mental needs of a child, the higher

the compensation offered to foster parents. Thus, even though the primary purpose of CANS was

for conducting mental health assessments and for the level of foster care, it was re-appropriated

to also calculate compensation associated with caring for a foster child’s mental health needs.

While it logically follows that a child with more mental health issues will require a higher

level of care (consequently, higher cost of care), CWS employees were also well-aware that such

cost-benefit analyses tied directly to something as subjective as mental health assessments were

problematic.

CANS and Algorithmic Decision-Making (RQ2)

Overall, caseworkers were frustrated that CANS misses important context about the child but

is still used in a mandated predictive capacity. In the sections below, we discuss how the CANS

algorithm maps onto the dimensions of algorithmic decision-making (i.e., relevant data, type of

decision-support, and degree of uncertainty). We use a percentage combined with an up or down

arrow to denote the percentage of participants who indicated a positive or negative impact on

each dimension of the ADMAPS framework for algorithmic decision-making, human discretion,

and bureaucratic processes, respectively. We follow this structure throughout the remainder of

our results.

70%  Relevant Data. CANS data does not account for trauma or social interactions.

Most of the participants (70%, n=14) shared that CANS conducted the child’s assessment in
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an isolated manner and did not account for the quality and impact of relationships in their

lives which are often more important for determining the long-term well-being of these children.

CANS algorithm focuses on the child’s emotional/behavioral needs (e.g., anxiety, anger control,

substance use, behavioral regression) and child risk behaviors (e.g., suicide risk, self-harm, delin-

quent behavior, and runaway tendencies) to assess the mental health needs of the child. For

instance, a supervisor shared –

"How do you measure empathy of others? You can’t. Some foster parents are more

empathetic and understanding and stand by the child no matter what. Sometimes that’s

all it takes. You can’t put that in CANS" -P15, Child Welfare Supervisor, 9 years

Moreover, participants noted that CANS focuses on current behaviors but not the underlying

trauma or traumatic triggers. The assessment is conducted based on exhibited behaviors over

the past 30 days, however, the participants explained that trauma can stay with a child for years

and lead to serious emotional dysregulation from time to time.

90%  Type of Decision-Support. The predictive nature of CANS leaves no room for

discretion. This challenge emerged in 90% (n=18) of the interviews and 73% (n=11) of the

planning meetings. The CANS algorithm is designed to predict or measure outcomes of interest

once the data has been provided. Participants shared that the predictive nature of CANS leaves

little room to exercise discretion and has become a great source of frustration for them. Gaming

the inputs to achieve the desired outcome is the only way through which caseworkers regain

agency. Participants explained that the higher the mental health needs of a child per CANS,

the higher the compensation offered to foster parents. After CANS scores are entered in, the

algorithm generates a monetary value to be offered to foster parents. However, if foster parents

disagree with the rate and believe they should be paid more, the caseworkers manipulate the

scores to produce a higher rate. Most of the participants (90%, n=18) shared their frustration

regarding the inflexible and predictive nature of CANS. For instance, one supervisor explained:

"Case managers and even supervisors are being forced to.. and kind of pressured into

scoring children higher in order to provide higher numbers. So foster parents get paid

more. CANS is a manipulative tool being used to barter off children...Children are

being exploited for payment" -P10, Child Welfare Supervisor, MS, LPC, NCC, 9 years

70%  Degree of Uncertainty. High degree of uncertainty associated with the outcomes.

Several participants (70%, n=14) shared that CANS does not account for much of the data

that they consider pertinent when assessing cases (e.g., understanding of trauma and social

support system). This lack of relevant data leads to a high degree of uncertainty which is
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further exacerbated by the predictive and inflexible nature of CANS. Many felt that gaming the

algorithm was the only viable option for caseworkers to exercise discretion. For instance, one

supervisor shared:

"CANS has become all about the rate. Generating the right rate so foster parents are

happy with little to no attention paid to mental health needs" -P13, Child Welfare

Supervisor, MSW

CANS Severely Impedes Human Discretion (RQ2)

In this section, we discuss how the CANS algorithm maps onto the ADMAPS dimensions of

human discretion.

80%  Professional Expertise. CANS contradicts professional expertise. All caseworkers

at the agency are required to pass the CANS certification to be able to conduct the assessment

with clients. However, most participants (80% n=18) shared that their training in trauma-

informed care (see Section 6.3), which offers a more comprehensive understanding of trauma

and the child’s environment often conflicted with CANS. CANS further inhibited professional

expertise because caseworkers felt that it turned them into data brokers who must collect infor-

mation about children and feed it to the algorithm to make the decisions. The lack of relevant

data and lack of decision-making latitude on the part of caseworkers has turned CANS into

primarily a rate-setting tool to calculate compensations. For instance, one case manager shared:

"Caseworkers are doing CANS just to get it done.. to produce a good rate and reduce

the conflict with foster parents. There is little to no attention paid to the mental health

needs of kids." -P17, Ongoing Case Manager, 8 years

75%  Value Judgments. CANS has introduced conflicting values. Most of the partic-

ipants (75%, n=17) shared how the re-appropriation of CANS to calculate the foster parent

compensations has led to several unintended consequences. CANS is re-conducted every six

months to reassess the mental health needs of children, and consequentially, compensation is re-

calculated. However, with a focus on exhibited behaviors and not the underlying trauma, foster

parents who are helping children cope and recover can see their compensation being lowered. A

supervisor explained:

"It is the complete opposite of what we want it [CANS] to do. Foster parents help

minimize the behaviors and offer support so that kids can develop good coping skills.

They help address the mental health needs and help kids stabilize by taking them to

therapy and all their activities. But then they’re punished because the kid’s needs go

down, and so does the rate" -P9, Child Welfare Supervisor, MSW, 13 years
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Here, caseworkers are unable to prioritize properly conducting CANS because generating the

adequate rate takes precedence to ensure the placement is not disrupted. Placement disruptions

adversely affect foster children who develop emotional and behavioral problems and are unable

to form lasting meaningful relationships with foster parents [56]. Therefore, caseworkers must

prioritize supporting the current placement by any means necessary. This contradictory nature

of CANS has turned caseworkers into value mediators and has left them frustrated because they

are unable to adequately balance the needs of families and the demands of policymakers.

80%  Heuristic Decision-Making. CANS leaves no room for heuristics judgment calls.

This theme emerged in 80% (n=16) of the interviews and 73% (n=11) of the planning meetings.

With a lack of relevant information pertinent to a case and a high degree of uncertainty, it

becomes imperative that caseworkers are able to turn towards heuristics and make decisions

with the assistance of the child-welfare team. However, CANS does not allow for heuristic

decision-making with respect to the outcomes. Participants (80%, n=16) shared that every case

is contextually different with salient factors that might be central to one case but peripheral

to another. This was also apparent in all the planning meetings and permanency consultations

where the teams adaptively focused on information pertinent to that case.

CANS and Bureaucratic Processes (RQ2)

Overall, CANS allocates resources but does not account for organizational constraints. In this

section, we discuss how the CANS algorithm maps onto the ADMAPS dimensions of bureaucratic

processes.

40%  70%  Resources & Constraints. CANS has introduced new constraints in the

case planning process. There is both a benefit and drawback to how the CANS algorithm ac-

counts for resources and constraints. Some participants (40%, n=8) found value in the first

assessment since it established the baseline for mental health and compensation for foster par-

ents. Ideally, the algorithm offers an efficient way to allocate funds to foster parents based on

the mental health needs of the child. However, it does not account for organizational constraints

and its implementation ends up introducing more constraints that frustrate caseworkers. Partic-

ipants (70%, n=14) shared that properly conducting CANS requires the caseworkers to interview

several people, however, they are only able to interview foster parents due to high caseloads. A

permanency consultant asserted:

"You are supposed to interview foster parents and teachers as well as others that kids

interact with to get a good CANS assessment but with high caseloads, caseworkers only

talk to the foster parents" -P4, Permanency Consultant, MSW, APSW, 8 years

However, as previously discussed, CANS is conducted every six months and foster parents
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are motivated to exaggerate behaviors to continue to be paid consistently. This is a constraint

introduced by the implementation of the algorithm itself. Participants (50%, n=10) also shared

that the algorithm recommends the level of foster care that a child should be placed in, however,

there is a lack of good foster homes in the system and this requirement is seldom met. Moreover,

two data specialists shared that the caseworkers’ yearly job performance is tied to the timeliness

with which they complete and submit CANS assessments since funds need to be allocated in a

timely manner. Therefore, it exacerbates the need to get the assessments completed irrespective

of the mental health needs of a child, and consequentially, adds another organizational constraint.

40%  80%  Administration & Training. Caseworkers are trained to conduct CANS but

not on managing constraints. This theme emerged in 80% (n=16) of the interviews. CANS offers

a way to support an organizational process of allocating resources. Caseworkers are trained and

certified to conduct the mental health assessment, and as previously noted, some participants

(40%, n=8) found value in the first CANS assessment as a means to establish a baseline for

mental health needs. However, they are not trained on how to manage the systemic constraints

and value conflicts introduced by the algorithm itself. Participants (50%, n=10) shared that

new caseworkers socially learn from other caseworkers (and through experience) to manage

these conflicts by gaming CANS.

80%  Laws & Policies. The use of CANS is legally mandated. Most participants (80%,

n=18) recognized (and often complained) that CANS was legally mandated by the state and

offered them a convenient means to allocate resources to foster parents every six months. Par-

ticipants recognized that they must comply with this policy and continue implementing CANS

enough though they routinely manipulated it to generate higher compensations.

3.5.2 Seven Essential Ingredients (7ei) Algorithm

The agency uses trauma-informed care [228] as its core guiding principle, which is embedded in its

practice and trauma-responsive service model [450]. 7ei is a theoretically constructed algorithm

that is centered in the medical practice of trauma-informed care (TIC) and complements the

agency’s social work practice [228, 255]. We witnessed 7ei being utilized in all meetings (N=55).

This algorithm complements specialized trainings developed by the agency for child-welfare

workers and introduces the complexity of trauma, frameworks for understanding the effects of

trauma, and the practices and principles of TIC [450]. 7ei acts as a guiding framework and is

used to track and score each case from a TIC perspective. The algorithm is designed to be used

in a team setting such that team members can offer their expertise, reach consensus decisions,

and devise case plans. The team discusses and scores the child’s and caregiver’s wellness on

seven domains as depicted in Figure 7 and brainstorms solutions on how to make progress on
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Figure 7: 7ei Algorithm: Associated Decision Outcomes

these domains. 7ei algorithm based in TIC has also been proven to improve child outcomes such

as placement stability and permanence [450]. 7ei assessments are individually focused, however,

unlike CANS, the results are trauma-focused and also guide family interventions [450].

7ei High-Stakes Decision Outcomes (RQ1)

The seven domains of 7ei are: Prevalence, Impact, Perspective Shift, Regulation, Relationships,

Reasons to Be, and Caregiver Capacity. As such, 7ei is not directly tied to a specific outcome

such that every time 7ei is used an outcome is recommended or predicted. Instead of predicting

an outcome of interest using other factors, 7ei is used to track outcomes (i.e.- 7ei domains)

over time to assess the trajectory of a child-welfare case. It is primarily used as a prescriptive

tool that serves as a framework for team-based brainstorming of solutions guided by a trauma-

informed care framework. As such, the seven domains of 7ei are both the input variables and

the output variables of the 7ei assessment process because these are both the considerations and

outcomes that the team is trying to measure and improve over time. Improvement in the 7ei

domains is associated with placement stability and permanency outcomes, however, the agency

leadership resisted developing a singular aggregate index that would measure this outcome.

Ongoing conversations with agency leadership (program directors, quality improvement leaders)

revealed that assessments are more likely to be manipulated if they are tied to singular metrics.

Agency leadership also uses 7ei to assess progress within the agency with respect to trauma-

informed care. For instance, it helps them understand whether conversations and meetings

founded in TIC are leading to better permanency outcomes. Case-level outcomes of 7ei that are

discussed at all the planning meetings and permanency consultations are depicted in Figure 7.
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7ei and Algorithmic Decision-Making (RQ2)

We found that the prescriptive nature of 7ei help adaptively select data and address uncertain-

ties. In this section, we discuss how the 7ei algorithm maps onto the ADMAPS dimensions of

algorithmic decision-making.

90%  Relevant Data. 7ei gives a comprehensive view of the child and their ecosys-

tem. Participants shared that the 7ei algorithm offers a comprehensive view of the foster child,

caregivers, the impact of traumatic events in their life, as well as interactions in their social

ecosystem. Moreover, the child-welfare teams in all the permanency consultations (n=40) and

planning meetings (n=15) were able to adaptively select factors that were most pertinent to

that case. Most participants (90%, n=18) emphasized that each case carried a lot of nuance

and could not be addressed based on a few broad sets of predictors so they appreciated that 7ei

allowed them to focus on certain factors and then brainstorm ideas on how to help the family

make progress. For instance, a program director shared:

“We have tried the cookie cutter approach in the past. Assigning everyone to parenting

classes, therapy, and other family support services. It failed and it is horrible to do to

a family. So, with 7ei we focus on addressing core issues whether it’s the parent’s self-

esteem, their own abandonment issues or child’s emotional regulation that will really

help this family” -P7, Child Welfare Program Director, MSW, 20 years

Timeline of the case established which 7ei domains the child-welfare teams converged on.

The teams focused more on some domains than others based on how long the child had been in

the system. For instance, in the case of children who had been in the system for a few months,

the team spent more time on Prevalence and Impact and then focused on Perspective Shift

(see Figure 7). Trauma symptoms are associated with negative short-term outcomes such as

placement instability [111], therefore, the team focuses on recognizing trauma early on so that

proper interventions could be made that promote healing and improving outcomes. However, in

cases that had been in the system for a longer period or had experienced multiple moves, the

team focused more on Regulation, Perspective Shift, and Reasons to Be. Prior studies show that

placements are often disrupted because foster parents are unprepared to manage the behaviors

of children [89, 445], therefore, the team focuses on these domains to assess how to improve

self-regulation for the foster child as well as expand the caregivers’ understanding of trauma.

85%  Type of Decision-Support. The prescriptive nature of 7ei allows for brainstorming

and idea generation. Most participants (85%, n=17) appreciated that 7ei allowed for open

discussions and brainstorming of solutions. 7ei is designed to be used in a team setting and acts

as the TIC framework such that the child-welfare team deliberates over each domain, scores it,
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and formulates an action plan through a trauma-informed perspective. A case manager shared:

"I like 7ei because we use it as a team, and it allows us to brainstorm ideas. We look

at not just the behaviors but the underlying trauma that is causing those behaviors."

-P18, Case Manager, BSW, 2 years

The 7ei domains are also the outcomes of interest that the team seeks to track and affect over

time. Improvements in these domains are directly associated with the outcomes of placement

stability and permanency which are tracked at the agency level.

80%  Degree of Uncertainty. Adaptively selecting relevant data helps address high degree

of uncertainty. Most participants (80%, n=16) felt that every case was contextually different and

required their individual attention. That is, it was imperative they adequately weigh nuances

and the factors pertinent to that case. 7ei allows the child-welfare team to adaptively select the

domains pertinent to a case and spend significantly more time on them and brainstorm solutions.

Tracking outcomes over time and not using the tool in a predictive capacity, allows the team to

mitigate the high degree of uncertainty that would otherwise be associated with the predictions.

7ei Augments Human Discretion (RQ2)

In this section, we discuss how the 7ei algorithm maps onto the ADMAPS dimensions of human

discretion.

85%  Professional Expertise. 7ei helps develop professional expertise. The algorithm is

theoretically constructed and is centered in trauma-informed care. Participants (85%, n=17) be-

lieved that the algorithm allowed them to brainstorm ideas from a trauma-informed perspective

and develop plans specific to that family. Continuous engagement with 7ei in trauma-informed

meetings ensures that caseworkers are always thinking through TIC frameworks. A permanency

consultant asserted:

"7ei isn’t just a "thing" that we do. It is centered in everything that we do. It en-

sures that caseworkers are always thinking through TIC frameworks" -P1, Permanency

Consultation Supervisor, MSW, APSW, 22 years

This is especially important for CWS since the system lacks experienced caseworkers due to

high turnover [89]. Continually working through 7ei under proper supervision ensures that new

caseworkers are developing professional expertise.

70%  Value Judgments. 7ei allows caseworkers to make informed value judgments. This

theme emerged in 70% (n=14) of the interviews and 72% (n=40) of the meetings. 7ei is centered

in social work’s core values of service, dignity, and worth of the person and allows caseworkers to

prioritize these values and devise interventions that will directly help a child cope with trauma.

58



For instance, prioritizing the well-being of a child does not only mean sending them to therapy.

It also incorporates addressing concerns within their ecosystem. A supervisor explained:

"Therapy only goes so far if nothing changes in the child’s ecosystem and they feel

continually triggered by others. With 7ei we try to address problems in this ecosystem

and devise approaches that will help the family" -P9, Supervisor, 13 years

7ei allows the child-welfare team to make value-based judgments and take steps that improve

the quality of a child’s relationships. This takes the form of family-level interventions or sharing

information with caregivers about the impact of trauma to bring about a perspective shift.

85%  Heuristic Decision-Making. 7ei enables heuristics judgment calls. Most par-

ticipants (85%, n=17) appreciated that 7ei offered them flexibility and autonomy in how they

interact with it. This theme also emerged in all the planning meetings (n=15) and permanency

consultations (n=40) where the child-welfare team adaptively selected information that was

most pertinent to the case and often acted as an obstacle towards achieving permanency. For

instance, in cases where the child had experienced multiple placement moves, the team focused

on Regulation and Reasons to Be to devise plans that would help improve the child’s emotional,

behavioral, and cognitive functioning.

7ei Supports Bureaucratic Processes (RQ2)

In this section, we discuss how the 7ei algorithm maps onto the ADMAPS dimensions of bu-

reaucratic processes.

60%  Resources & Constraints. 7ei accounts for the resources at the organization. Par-

ticipants (60%, n=12) shared that 7ei is locally developed at the agency and accounts for the

resources available at the agency in the form of supervision, expertise, and specialized trainings.

Participants also shared that critical decision-making power in regard to achieving permanency

sits with the legal parties (district attorneys, judges), however, 7ei operates within these con-

straints and allows caseworkers to help families and prepare them to be able to receive a favorable

decision in court.

75% 55% Administration & Training. 7ei is embedded in daily work processes but

requires additional oversight and training. This theme emerged in 75 % (n=15) of the interviews

and all the planning meetings (n=15) and permanency consultations (n=40) and there is both a

benefit and a drawback associated with it. Participants (75%, n=15) recognized that continually

engaging with the tool in meetings was helpful but some participants (55%, n=11) shared that

the tool also added more tasks to an already heavy workload. The agency offers specialized

trainings for trauma-informed care with 7ei acting as a tool that complements these trainings.

Moreover, we observed that 7ei is embedded into daily work processes because it is utilized every
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time a case is discussed in a team setting. This continued engagement under supervision has

helped earn the trust of caseworkers who learn not just from the algorithm but also from the

collective expertise of the child-welfare team.

"I like 7ei because we use it as a team, and it allows us to brainstorm ideas. It just

helps.. thinking out loud with everyone and knowing that I don’t have make these

decisions alone. Also, it helps guide my thought process but doesn’t tell me what to

do." -P17, Case Manager, BSW, 8 years

However, 7ei has added to the workload of both the case managers and supervisors who must

discuss and complete an additional tool as part of their job requirements at the agency.

65%  Laws & Policies. 7ei is not legally mandated and only used locally at the agency.

Several participants (65%, n=13) were frustrated by the fact that 7ei was not legally mandated

and that they had to continue using CANS. Even though an independent research study showed

that 7ei is leading to better permanency and placement outcomes, the algorithm still lacks

legitimacy at the state and federal levels.

3.5.3 Anti Sex-Trafficking (AST) Algorithm

An emerging high-stakes decision for which an algorithm is used in assessing the risk of sex traf-

ficking for a foster child over 10 years of age. We observed this in 65% (n=13) of the interviews,

33% (n=5) of the planning meetings, and 35% (n=14) of the permanency consultations. The

agency has a dedicated team called HART (Human Anti-Trafficking Response Team) that man-

ages cases where the foster child might be at high risk of being trafficked. If a child meets the

criteria for risk of sex trafficking per the AST algorithm, the case must be reported to HART.

Early identification of such indicators can play a significant role in ensuring child safety.

AST High-Stakes Decision Outcomes (RQ1)

Risk indicators are divided into three domains - "At-Risk", "High-Risk", and "Confirmed". The

child-welfare team must continue to closely monitor the case if they select fewer than three "At-

Risk" indicators and continue to have conversations to mitigate the risks. If the team selects

three or more "At-Risk" indicators or 1 or more "High-Risk" or "Confirmed" indicators, then

the case must be referred to HART.

AST and Algorithmic Decision-Making (RQ2)

Overall, we found that the AST algorithm often missed the important context, which frustrated

caseworkers. In this section, we discuss how the AST algorithm maps onto the ADMAPS

dimensions of algorithmic decision-making.
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65%  75%  Relevant Data. AST assesses pertinent risk indicators but misses context

about the case. Several participants (65%, n=13) shared that the algorithm offers a new per-

spective on sex trafficking by capturing risk indicators that they had not considered before. For

instance, “possession of money, electronics, cosmetics, or clothes that are unexplained”, “traveling

out of the area or somewhere out of the ordinary”, and “unwilling to provide information about

an older partner” are some such indicators. A supervisor shared:

"It’s helpful to have us think about it differently. I have been doing this for a very long

time and when I started, we were never thinking about trafficking. So now we are more

conscious of these risks" -P8, Child Welfare Supervisor, MSW, APSW, 19 years

However, participants (75%, n=15) also shared the algorithm misses context about each case

and the presence of some of these risk indicators did not mean the child was being sex trafficked.

75%  Type of Decision-Support. Predictive nature of AST frustrates caseworkers. Sev-

eral participants (75%) who found value in the algorithm as a guide also shared their frustrations

in regard to its mandatory reporting nature. AST is used in a predictive capacity such that if

certain risk indicators are selected then the case must be reported to HART. For instance, a

permanency consultant shared:

"If a child is at risk for sex trafficking then we are having those conversations from

the very beginning and taking necessary action. This decision tool is not helpful in the

way it’s being used and only frustrates HART" -P5, Permanency Consultant. MSW,

12 years

Reporting to HART takes the case away from the child-welfare team who have spent a

significant amount of time building a relationship with the child and their caregivers. Moreover,

HART is receiving an influx of calls that do not require their expertise as a result of this

algorithm.

75%  Degree of Uncertainty. Lack of context about the case leads to a high degree of

uncertainty. Several participants (75%, n=15) shared that even though the algorithm was useful

as a guide, the presence of risk indicators did not mean the child was at risk of being trafficked.

There was still a lot of pertinent information that was necessary to make such a determination.

For instance, a supervisor shared that one of their foster kids had a history of sexual abuse and

met a bunch of criteria on the tool, however, the supervisor’s team is actively involved with the

child and their caregivers, understands their needs, and did not believe the case needed to be

reported to HART.
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AST Impedes Human Discretion (RQ2)

In this section, we discuss how the AST algorithm maps onto the ADMAPS dimensions of human

discretion.

70%  Professional Expertise. AST has made caseworkers more aware of risk indicators.

Most participants (70%, n=14) appreciated that this decision tool taught new caseworkers to

be actively aware of indicators that are associated with sex trafficking. As stated by P5 above,

AST has improved professional expertise since caseworkers are more cognizant of such risks.

75%  Value Judgments and Heuristic Decision-Making. AST does not allow case-

workers to make value judgments or engage in heuristic decision-making. Several participants

(75%, n=15) shared that the risk indicators were just part of a bigger picture and there was still

a lot of context that the child-welfare team needed to collectively unpack to better assess the

situation. This requires the child-welfare team to engage in heuristic decision-making and weigh

the necessary information. For instance, a case manager shared:

"One of my foster teens is sexually active and has a long-term boyfriend. But looking

at the tool, everyone is like... ‘Is that her boyfriend or her pimp?’ I know this kid

and she trusts me... building trust with these kids takes time... she doesn’t need to

be referred to HART [Human Anti-Trafficking Response Team]" -P17, Case Manager,

BSW, 8 years

Here, the case manager emphasizes that having trusting relationships was equally important

for preventing foster youth from being sex trafficked. Referring the case to HART takes this

case away from the case manager and the child is assigned a new case manager from HART.

AST and Bureaucratic Processes (RQ2)

Overall, we found that AST is inadequately supported by bureaucratic processes which leads to

frustrations on the part of caseworkers. In this section, we discuss how the AST algorithm maps

onto the ADMAPS dimensions of bureaucratic processes.

60%  Resources & Constraints. AST has caused an influx of cases referred to HART.

Several participants (60%, n=12) shared that AST has added to the frustrations of HART who

do not have enough resources to manage all the cases that are being reported to them because

of the mandatory reporting aspect of AST. This leaves HART with significantly fewer resources

to focus on the cases that need them. A supervisor on HART explained:

“It’s become overused and is being abused. It’s being used in different settings and not

how it was originally intended to be used. We are getting an influx of calls that don’t

need to be called.” -P10, Child Welfare Supervisor, MSW, LPC, NCC, 9 years
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65%  60%  Administration & Training. AST is conducted as an organizational process

and offers some training. Most participants (65%, n=13) shared that AST is routinely conducted

for foster youth over 10 years of age. As discussed previously, it trains new caseworkers to be

more conscious about risk factors but often to the detriment of HART. Participants also consider

this decision tool to be peripheral to the case planning process for most cases and utilized it as

a mandated requirement.

60%  Laws & Policies. The use of AST is mandated by law. The Department of Children

and Families (DCF) has legally mandated the use of this algorithm as a means to proactively

protect foster youth as well as collect more data about associated risk factors and the number of

foster youth considered at risk. Next, we discuss the Legal Permanency Status (LPS) algorithm.

3.5.4 Legal Permanency Status (LPS) Algorithm

Tracking performance metrics such as placement stability and permanency emerged as another

decision outcome for which an algorithm is being used. Several participants (65%, n=13) dis-

cussed this decision tool, and we observed the tool being used at all the permanency consultations

(n=40). Federal legislation has established permanency as one of the primary goals of CWS and

requires agencies to meet this well-defined and measurable benchmark [481]. Legal permanency

is defined as reunification with the biological family, adoption or transfer of guardianship. [275].

This tool establishes a sense of urgency and insistence towards achieving permanency since pro-

longed instability and multiple placement moves leads to poor well-being outcomes for foster

children.

LPS High-Stakes Decision Outcomes (RQ1)

This decision tool is used to track an outcome over time instead of predicting an outcome of

interest using input data. The agency uses it at permanency consultations to track the quality of

the current placement and if those specialized meetings are leading to better outcomes. The tool

is facilitated by the permanency consultant and upon completion, the team categorically rates

the quality of the placement. The tool is also used to track systemic barriers that are getting in

the way of achieving permanency. Some participants recognized (40%, n=8) the utility of this

tool and a permanency consultant explained –

"It helps us to be actively aware of where we are at in terms of permanency. We have

to follow a timeline for permanency and if parents are not showing initiative and not

completing court-ordered services then we need to start exploring placement options.

So, this tool is kind of an extra push" -P5, Permanency Consultant, MSW, 12 years
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LPS and Algorithmic Decision-Making (RQ2)

Overall, we found that even though LPS is used in a prescriptive capacity, it still lacks utility.

In this section, we discuss how the LPS algorithm maps onto the ADMAPS dimensions of

algorithmic decision-making.

65%  Relevant Data. Definitions of input variables are ambiguous and frustrates case-

workers. Several participants (65%, n=13) shared their indifference towards LPS and stated that

the definitions of the input variables in terms of what constitutes a “Good”, “Fair”, or “Poor”

placement was ambiguous. A permanency consultant who is tasked with conducting this decision

tool shared:

“This tool is confusing in itself; the definitions are very vague. We can’t necessarily

put families into categories. We have to use this tool and have conversations about

where they [families] might fit best, but it doesn’t give a clear picture of what’s really

going on with the placement.” - P6, Permanency Consultant, BSW, 3 years

Participants (65%, n=13) also shared that how the tool was conducted depending on the

perspective of the team. Different people might look at the same set of facts and reach different

conclusions as to why the placement should be rated as good, fair, or poor.

60%  Type of Decision-Support. LPS is used as a prescriptive tool, but caseworkers

lack agency towards affecting outcomes. Participants (60%, n=12) shared that the tool did not

predict or recommend an outcome based on the inputs, however, the utility of the tool lies in

recognizing the current state of a case with respect to permanency and addressing systemic

barriers, but the child-welfare team lacks agency with respect to addressing several systemic

barriers. For instance, critical decision-making power in regard to permanency decisions sits

with the legal parties (district attorneys and judges) who can choose to fully disregard the

child-welfare team’s recommendation.

65%  Degree of Uncertainty. Lack of relevant information leads to high degree of un-

certainty. Participants (65%, n=13) were most frustrated by the lack of relevant information

that LPS needed to account for in order to make a proper determination about the quality of

the placement. Moreover, there is high uncertainty associated with the timeliness with which

some systemic barriers can be addressed making it hard to assess the quality of the placement

(see P2 quote below).

LPS impedes Human Discretion (RQ2)

In this section, we discuss how the LPS algorithm maps onto the ADMAPS dimensions of human

discretion and its impact on the dimension.
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40%  Professional Expertise. LPS builds professional expertise by establishing an ur-

gency towards permanency. Some participants (40%, n=8) shared that the decision tool was

useful in that it established a sense of urgency and insistence towards achieving permanency for

foster children. It teaches new caseworkers that they needed to prioritize finding placement op-

tions even if that upsets biological parents. The child-welfare team follows a 15-month timeline

where the parents must complete court order services within this timeline to achieve reunifica-

tion. Towards the end of this timeline, the team must explore alternate placement options.

60%  Value judgments and Heuristic Decision-Making. LPS tool does not allow for

value judgments or heuristics. Participants (60%, n=12) shared that the tool does not allow for

value judgments or heuristics on the part of the child-welfare team since the decision-making

power about permanency decisions sits with the legal parties.

3.5.5 LPS and Bureaucratic Processes (RQ2)

Overall, LPS supports bureaucratic processes but does not account for constraints. In this

section, we discuss how the LPS algorithm maps onto the ADMAPS dimensions of bureaucratic

processes.

65%  Resources & Constraints. LPS does not account for organizational resources and

imposes new constraints. Participants shared (65%, n=13) that ambiguity around input variables

and lack of agency with respect to permanency decisions has turned this decision tool into

documentation that every child-welfare team must complete at the permanency consultations.

Moreover, there are arbitrary constraints placed on the decision tool in regard to how a placement

can be rated. For instance, a program director explained:

"We may have a court hearing date set and all of a sudden, the placement is “Good”.

We now have a "Good" rating because we have a court hearing. But it might take

three years to terminate parental rights or go to a guardianship. And then you went

three years without achieving permanency but somehow, we have a “Good" placement

rating." - P2, Permanency Consultant, MSW, 20 years

80%  Administration & Training. Caseworkers are indifferent towards how LPS is

administered. Even though the tool is expected to be central to permanency consultations, we

noticed that for the majority of these meetings (87%, n=35), LPS was used towards the end

as a requirement to rate the quality of the placement. Most participants (80%, n=16) were

indifferent towards LPS because of the several constraints and utility issues discussed above.

One supervisor shared:

"It’s just another thing we have to do in the permanency meetings. I let the Perma-

nency Consultants score it however they like" - P15, CW Supervisor, MSW, 9 years
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65%  Laws & Policies. The use of the LPS tool is legally mandated and helps track

performance outcomes. Participants (65%, n=13) shared that the Department of Children and

Families (DCF) has mandated using this decision tool as a way to track the important outcomes

of quality of placements and permanency. Moreover, it’s important to track the systemic barriers

that often impact permanency to formulate policies at the state level that address these systemic

barriers.

3.5.6 Assessing the Benefits and Drawbacks of Differing Approaches (RQ3)

Table 6 offers a summary of how the four algorithms balance the dimensions of the framework.

In this section, we discuss the benefits and drawbacks that arise when trying to balance the

tradeoffs between human discretion, algorithmic decision-making, and bureaucratic processes.

Algorithmic Decision-Making Should Augment Human Discretion, Not Supplant it.

In this section, we discuss the themes around the benefits and drawbacks that emerged when

balancing the ADMAPS dimensions of human discretion and algorithmic decision-making.

When aligned, algorithms augment decision-making processes, but a lack of alignment can take

away autonomy and heuristic decision-making. All of our participants emphasized that every

case is contextually different and that a family’s circumstances often change throughout the life

of the case. For instance, a parent seeking reunification with their child might experience a lapse

while trying to maintain a stable job, maintain their sobriety, or consistently attend court-ordered

services. In other words, algorithms should be designed with the recognition that there will be

a high degree of uncertainty associated with any relevant data and the subsequently predicted

outcome. Therefore, algorithms need to not only make room for human discretion but also

facilitate value judgments and heuristics in order to offer utility. Most of our participants (80%,

n=16) mentioned that the 7ei algorithm augmented their decision-making processes when they

were making difficult decisions. It prioritizes and enhances the value judgments and heuristic

decision-making that caseworkers must engage in when devising action steps to help families.

Participants (85%, n=17) especially appreciated that 7ei facilitated brainstorming and idea

generation instead of predicting an outcome of interest. One case manager explained:

"Of all the things we have brought up, 7ei is my favorite because its helps us think

differently, understand what a family has been through and then brainstorm ideas on

how to help them based on this understanding of trauma" -P3, Permanency Consultant,

MSW, APSW, 9 years

Participants noted that the tool offers flexibility and autonomy in how they interact with it

and which 7ei domains they focused on. Adaptively selecting information instead of analyzing

all the information is a key feature of heuristic decision-making and can lead to more accurate
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Human Discretion Algorithmic Decision-Making Bureaucratic Processes

Professional Exp. 80  Relevant Data 70  Resources 40  70
Value Judgments 75  Decision-Support 90  Admin & Training 40  80 CANS
Heuristic Decisions 80  Uncertainty 70  Laws & Policies 80
Professional Exp. 85  Relevant Data 90  Resources 60
Value Judgments 70  Decision-Support 85  Admin & Training 75  55 7ei
Heuristic Decisions 85  Uncertainty 80  Laws & Policies 65
Professional Exp. 70  Relevant Data 65  75  Resources 60
Value Judgments 75  Decision-Support 75  Admin & Training 65  60 AST
Heuristic Decisions 75  Uncertainty 75  Laws & Policies 60
Professional Exp. 40  Relevant Data 65  Resources 65
Value Judgments 60  Decision-Support 60  Admin & Training 80 LPS
Heuristic Decisions 60  Uncertainty 65  Laws & Policies 65

Table 6: RQ3: Tradeoffs between balancing the dimensions within human discretion, algorithmic
decision-making, and bureaucratic processes, The numbers represent percentage of participants
who stated that a dimension was positively (or negatively) impacted by the algorithm.

decisions. On the other hand, tensions arise when algorithms attempt to supplant human discre-

tion. This is the case with CANS whose predictive nature does not account for the high degree

of uncertainty that accompanies each case, and consequentially, does not make room for discre-

tionary work on the part of the caseworkers. With a lack of autonomy, gaming the algorithm is

the only way caseworkers are able to exercise discretion and produce the desired outcome. One

supervisor shared:

"CANS is all about producing a good rate so foster parents can afford the resources

they need to take care of the child. I have had foster parents put in notices [to end

placement] because they couldn’t support the child anymore" -P14, Child Welfare Su-

pervisor, MSW, 30 years

This inflexible and predictive nature has shifted focus away from the primary outcome of

interest (i.e., mental health screening) and towards the secondary outcome.

When aligned, algorithms can help embed important value judgments into the decision-making

process. Most of the participants (80%, n=16) felt strongly about the need to support each family

in a different capacity and through different practices. This was also a dominant theme in all

the planning meetings (n=15) and permanency consultations (n=40) where the child-welfare

team devised specific plans for each family through trauma-informed care (i.e. - using 7ei). 7ei

algorithm is centered in some of the social work’s core values of service, dignity, and worth of the

person, and the importance of human relationships [450] and informs the child-welfare team’s

work processes. For instance, a supervisor explained:

"7ei helps us think about how we can help every family. What can we do to help mom

develop her self-worth? How can we help her build relationships with relatives or people

in the community, so she has more caregiver support" -P8, Child Welfare Supervisor,

MSW, CAPSW, 19 years
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Several participants (65%, n=13) explained that 7ei scores translated into actionable steps

that directly sought to help children and their families. In the meetings, 7ei brainstorming

sessions resulted in solutions that the child-welfare team could affect directly and not simply

refer children and parents to therapy. For instance, the case managers and supervisors planned

activities that the family could engage in to improve child as well as family functioning, discussed

information to share with foster and biological parents about impacts of trauma exposure, as well

as steps caregivers could take to establish healthy boundaries with foster children and enforce

positive discipline. For instance, a permanency consultant explained:

"It [7ei] helps you have a perspective shift on the family and the child. You don’t need

to refer everyone and their mother to therapy. Sometimes it’s just as simple as having

them do something as a family that’s different than what they ever did before [picnics,

sports].. and challenge them in different ways" -P2, Permanency Consultant, MSW,

20 years

On the contrary, algorithms that do not embed human values into their design may conse-

quentially end up minimizing them. For instance, CANS recommends the level of foster care

that the child should be placed in, and based on that the child-welfare team finds foster parents

who have the resources to meet those needs. However, participants explained that more finan-

cial resources do not always equate to a foster child’s well-being. For instance, a permanency

consultant explained:

"Everyone has a different compass for well-being. We had a child who was placed with

well-off foster parents in a five-bedroom house and he wasn’t doing well there because

it was a culture shock for him. He wasn’t used to a huge home, a great school, a

big backyard... and he completely shut down. So, we found his aunt and we moved

him down to Chicago. It’s a two-bedroom house with five other kids and this child is

thriving! So, he needed to be with his family, and he needed to have his own culture.

-P4, Permanency Consultant, MSW, APSW, 8 years

Here the permanency consultant emphasizes the core human value of having trusting rela-

tionships in one’s life and the importance of one’s culture which plays a critical role towards

achieve emotional and cognitive well-being. Unlike CANS, 7ei allowed the child-welfare team to

prioritize Reasons To Be and Regulation to really help children instead of simply focusing on

financial resources. Caseworkers must continually negotiate values and balance the individual

needs of people with the demands of policymakers. Algorithms that do not allow caseworkers to

make such value judgments will most likely lead to more frustrations and limit their utility.
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Algorithms replacing the need for caseworker expertise can lead to inadequate and unreliable

decision-making. Another dominant theme that emerged in 70% (n=14) of the interviews, 53%

(n=8) of the planning meetings, and 50% (n=20) of the permanency consultations was that the

algorithms in use were diminishing the need for caseworker expertise as well as a need for family-

centered care in a very contextual domain. CWS is a high-stakes domain where most caseworkers

lack adequate work experience, carry high caseloads, and are under a lot of pressure from legal

parties. Most of the participants (70%, n=14) expressed concerns that algorithmic systems might

simply act as a safe default for most caseworkers such that questioning an algorithmic decision

would add more work to their plate. A program director explained –

"We are not hiring people with a lot of experience. All new hires are recent graduates

who don’t quite know what this field looks like. They are happy to trust the machine

to just get through the day" -P7, Child Welfare Program Director, MSW, 20 years

Professional expertise in the public sector deteriorates when algorithms limit the scope for

value judgments and heuristic decision-making. Value negotiations and heuristics are indispens-

able aspects of professional practice that workers must continually engage in to build expertise

[300]. There are also growing concerns that algorithms such as CANS are leading to children

being referred to unnecessary services which also shifts the focus away from family-centered

care. CANS scores directly translate to actionable steps in the form of services that children are

referred to. Caseworkers co-opt CANS to produce higher compensations for foster parents or

the foster parents might exaggerate child behaviors, however, several participants (60%, n=12)

recognized that this also meant unnecessary services being requested for children. One case

manager explained:

"Foster parent might exaggerate behaviors just to get more money. And then we put

the kid in therapy and are not addressing their needs specifically. The kid in therapy

is then being asked ‘why are you so sad?’ and the kid is like.. ‘I’m not sad.’ " -P17,

Case Manager, BSW, 8 years

This is further problematic because unnecessary services are not only an added financial

burden on CWS but they also add to the medical trauma of foster children who are contin-

ually being told that something is wrong with them. Finally, as previously noted, services

assigned through an isolated view of a child might be less effective than family-level interven-

tions developed through a trauma-informed perspective. Algorithms like CANS, however, limit

child-welfare workers from using their expertise and developing more family-centered practices.

69



Algorithmic Decision-Support Systems and Bureaucratic Processes Need to be

Aligned.

In this section, we discuss the themes around the benefits and drawbacks that emerged when

balancing the ADMAPS dimensions of algorithmic decision-making and bureaucratic processes.

When algorithmic decision-making and bureaucratic processes are aligned, it can help train

caseworkers. Most participants (70%, n=14) recognized the value of algorithms as essential train-

ing mechanisms. Continuous engagement with 7ei in trauma-informed meetings under proper

supervision ensures that caseworkers are continually having conversations centered in trauma

and are coming up with solutions founded in TIC. This is essential because CWS suffers from a

high turnover with lack of adequate training and supervision being some of the leading causes

[89]. During the observations, experienced members of the child-welfare team such as the su-

pervisors and permanency consultants brainstormed ideas with the caseworkers using 7ei and

shared practices and approaches that had worked in the past with other families. A program

director explained:

"It [7ei] makes us think differently and in the moment think through TIC [trauma-

informed care].. what is the impact of that [incident]? How can we help support

parents and children and help with emotional regulation? What can we do to build

their relationships and how do we support the people in their life so that they show

better caregiver capacity to manage what this child is going through" -P7, Child Welfare

Program Director, MSW, 20 years

7ei meetings are also attended by Caregiver Support Specialists and Family Preservation

Specialists who based on case circumstances also offer their expertise to the caseworkers on how

to proceed. Several participants (70%, n=14) also recognized the Anti Sex-Trafficking algorithm

as a good training tool such that caseworkers are always aware of and looking for red flags

associated with sex trafficking. This tool is also used in a team setting and allows for the less

experienced caseworkers to learn from the seasoned members of the team in how to perceive

certain risks as well as how to follow up on them without confronting the foster youth. One

supervisor explained:

"Its a whole change of mindset and and we’re now more cognizant of some of those

red flags. So I appreciate that. So, anytime in supervision, if they [caseworkers] start

talking about some of these things, we pull up the tool and go through it and start

discussing how to proceed" -P15, Child Welfare Supervisor, 9 years

However, participants who found great value in the Anti Sex-Trafficking algorithm as a

training mechanism were also equally frustrated by the mandatory reporting nature of it.
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When the algorithmic decision-support system is not aligned with the constraints of the bu-

reaucratic system, it leads to utility issues. The utility of algorithmic decision-support systems

is severely limited when they do not account for the organizational constraints within which

they must operate. This challenge and frustration on the part of caseworkers was observed in

80% (n=16) of the interviews, 73% (n=11) of the planning meetings, and 82% (n=32) of the

permanency consultations. Most of the participants (80%, n=16) stated that they were unable

to use algorithms as intended because of several organizational constraints such as limited time

availability due to high caseloads. For instance, properly conducting CANS requires the case-

workers to interview several individuals such as the foster parents, relatives, and teachers to be

able to get consistent information. However, most caseworkers have high caseloads and do not

have enough time to devote to properly conducting each assessment. A permanency consultant

explained:

"It can take hours to properly do CANS. Everyone is stretched too thin.. we literally

do not have the time to do that." -P2, Permanency Consultant, MSW, 20 years

Moreover, the bureaucratic policy that requires CANS to be conducted every six months

makes it unfeasible for caseworkers to interview anyone beyond the foster parents. However, as

previously noted, the assessment is also tied to the compensation offered to foster parents which

further leads to foster parents exaggerating child behaviors. A supervisor explained that the

algorithm did not need to be manipulated and caseworkers could request an exceptional rate to

account for several different factors such as transportation services, therapy, school activities,

etc. However, she also explained that high caseloads make it hard to devote any extra time to

each assessment:

"The supervisor or worker can take a little extra time and put an exceptional amount

in. But again, everybody has too much to get done and it’s unlikely for somebody to

even think about that until they are in the middle of submitting CANS and its due the

next day." -P8, Child Welfare Supervisor, MSW, CAPSW, 19 years

Caseworkers who continue to feel disempowered and frustrated by CANS find it easier to

manipulate CANS scores to produce a higher rate than request the addition of an exceptional

rate which needs to be approved by the supervisor. Most participants (75%, n=15) also shared

significant concerns about the fidelity of data being used to develop algorithms. Administrative

data curated through bureaucratic processes can not be uncritically used to develop algorithms.

Participants shared that the data about families is collected by caseworkers and it was hard

to acquire accurate information. Oftentimes, caseworkers might receive conflicting information

from parents, relatives, and neighbors. A supervisor explained:
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"People aren’t willing to happily share personal information about themselves. And

understandably so. It’s really hard to be able to get consistent information to be able

to put in some data system to bust out a decision. So I find this really difficult to

comprehend how we would even consider that" - -P13, Child Welfare Supervisor, MSW,

12 years

Families view caseworkers as representatives of the state and are unwilling to trust them or

share any information that they might consider incriminating. Therefore, much of the informa-

tion is based on the caseworker’s perception of the family. This problem is further exacerbated

by the fact that most caseworkers are new graduates and lack adequate experience. A program

director explained that during investigations, caseworkers need to ask the right questions, read

situations, and follow up to be able to derive meaningful information. However, caseworkers

acquire these skills through years of experience.

If the algorithms are not explained well to the professionals, they don’t trust them. Most

of the participants (85%, n=17) were unaware of the algorithms being used. They did not

recognize CANS or 7ei as algorithmic systems, even though they interact with them on a daily

basis. This finding is especially interesting because the CANS training material recognizes it as

an algorithm and explicitly lays out the purposes (i.e. - outcomes) that the algorithm is designed

to accomplish. CWS started using algorithms as a means to track important performance

metrics such as permanency and placement stability as mandated by federal legislation [483].

Moreover, several psychometric assessments that are routinely used in child-welfare to assess

the risks and needs of children and parents have adopted algorithmic analogues in the form of

risk assessment algorithms. They are now being used as data collectors for all cases as well as

decision arbiters for future cases. The CANS algorithm is a case in point of this scenario which is

an algorithmic version of the CANS communimetric assessment [301] and has been re-purposed

for other outcomes. Interestingly, caseworkers were well aware of assessments used at the agency

but did not actively recognize the algorithmic components unless the interviewer nudged them

to think about some of the automated aspects. For instance, when explicitly discussing CANS,

all the interviewees realized it to be an algorithm that plays a pertinent role in decision-making.

We asked a permanency consultant how she thought CANS worked and she exclaimed:

"Yes, okay! Right! Because we put in the scores, and it generates the rate. Oh and

I hate the CANS! I, I’ve expressed it a lot of times that CANS should not be tied to

money." -P6, Permanency Consultant, BSW, 3 years

As soon as the participants recognized the automated decision-making aspects of these deci-

sion tools, they started to share some other ambiguous aspects. For instance, they had trouble
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recognizing who managed these decision tools and shared that different tasks associated with

these tools were distributed across the agency. Most of the participants (85%, n=17) were unable

to isolate CANS to a particular role or "place". CANS is embedded in several aspects of the case

planning process with different departments involved. The case management team focuses on

assessing risks and needs whereas the data specialists track scores, and the fiscal liaisons reviews

and approve foster parent compensations. Participants (70%, n=14) also alluded to the fact

that algorithms meant different things to people based on their intended goals. For instance,

one permanency consultant asserted:

"Case management try to do a good job with risks and needs but of-course foster parents

only care about the rate. I know X’s team [data specialists] look at scores to see if there

is improvement. But there is also Y [fiscal liaison] who just wants the scores to be

turned in on time so that he doesn’t have to chase people down" -P1, Permanency

Consultation Supervisor, MSW, APSW, 22 years

Several participants (75%, n=15) recognized that CANS, AST, and LPS decision tools meant

different things in different contexts. Lack of awareness about algorithms at the organizational

level and their distributed nature augmented caseworkers’ distrust.

Collective Buy-in Requires Trust in Outcomes at Both the Caseworker and Bureau-

cratic Levels of the Organization.

In this section, we discuss the themes around the benefits and drawbacks that emerged when

balancing the ADMAPS dimension of human discretion and bureaucratic processes with respect

to decision outcomes that the CWS agency implements.

When the algorithmic outcomes miss important context, people don’t trust them. This chal-

lenge emerged in 70% (n=14) of the interviews, 67% (n=10) of the planning meetings and 75%

(n=30) of the permanency consultations. Algorithms attempt to generalize child and family

characteristics and place them in certain categories to be able to make a determination. How-

ever, this inadvertently leads to a loss of information with respect to the final outcome since all

the information cannot be accounted for by these algorithms. For instance, the CANS algorith-

mic assessment focuses on child behaviors, risks, and needs based on the last 30 days and does

not account for traumatic triggers that can lead to serious emotional dysregulation from time

to time. A permanency consultant explained:

"CANS does not account for trauma in the way 7ei does. We have a child that goes

into manic depression every year around holiday season and needs to be cared for 24/7.

So, one of the foster parents has to quit their job. However, there is no way to account
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for that in CANS. This child is doing fine right now but we know that traumatic trigger

is coming." -P3, Permanency Consultant, MSW, APSW, 9 years

Participants shared similar concerns about the Anti Sex-Trafficking tool. Participants (65%,

n=13) shared that the tool was useful to identify risk factors, however, the presence of risk factors

does not necessarily mean that the foster youth is being trafficked. A supervisor explained:

"We have a 12 year old boy who suffers from a lot of sexual trauma. He met a bunch

of criteria on the tool and we had to report to HART. We have been with this boy

for many years.. we know him and what his behaviors are connected to. Reporting to

HART felt very odd" -P11, Child Welfare Supervisor, MSW, APSW, 9 years

Here, the supervisor alludes to the fact that the presence of risk factors did not capture

the full picture and missed important context about what is going on with this child. As

previously discussed, child-welfare teams are having ongoing conversations about the risk of sex

trafficking from the onset of a case and are able to investigate concerns without reporting to

HART. Continued interactions illustrated by these examples lead to an accumulation of distrust

towards algorithms that often miss important nuances and context.

There is collective buy-in when people feel like it leads to better outcomes. This theme emerged

in 85% (n=17) of the interviews, 67% (n=10) of the planning meetings, and 62.5% (n=25) of the

permanency consultations. Participants appreciated 7ei and trauma-informed care because it

allowed them to directly help families by developing specific plans for them. Moreover, they were

aware that trauma-responsive services developed through TIC lead to better permanency and

placement outcomes for children. When frustrated by algorithms such as CANS, caseworkers

often asked why they were still expected to use CANS when 7ei was leading to better outcomes.

The agency developed a comprehensive four-part evidence-based service program centered in

trauma-informed care of which the algorithmic tool is just one component. The first component

of this program involves extensive ongoing TIC trainings. The second component introduced

child-welfare staff to trauma-informed assessments that resulted in family-level interventions.

The third component was the availability of specialized supervision and consultations provided

by a clinical supervisor, TIC program administrator, medical expert, and caregiver support

specialist. Finally, the fourth component of this program is the 7ei algorithm which allows the

child-welfare team to break down each case into seven domains and apply TIC principles and

practices to it. In sum, the agency significantly invested in resources to ensure that TIC practice

and 7ei were fully supported by bureaucratic processes. A better understanding of what a family

might be going through at a psychological level and knowing exactly how to help them has led

to the collective buy-in from caseworkers. Most participants (85%, n=17) found great value in
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TIC and appreciated 7ei as a tool designed to be a guiding framework for TIC. One permanency

consultant explained:

"Compassion fatigue in child welfare is very real. This tool has helped me truly un-

derstand what trauma can do to the brain. So I think now that we have a better

understanding of trauma... we also have more empathy, and we go the extra mile to

help families." -P1, Permanency Consultation Supervisor, MSW, APSW, 22 years

This was also evident at the meetings where the child-welfare staff urged case managers to

ask and think in terms of "What happened to you and how can I help you?" instead of "What is

wrong with you?" when working with children and families. That is, having a perspective shift

and thinking in terms of the impact of trauma and not just exhibited behaviors. Moreover, a

study published by independent researchers showed that child-welfare teams who implemented

TIC practices using 7ei exhibited improved permanency and placement stability outcomes for

their cases. This has further deepened the collective buy-in from caseworkers who often brought

up the "study" to state that their practice centered in TIC worked and led to better outcomes,

and therefore, the legal parties needed to trust their judgments more. However, interestingly,

none of the participants except the program director were able to locate the study and share it

with us.

Lack of trust in algorithmic outcomes, leads to concerns about unethical and unsound decision-

making. This theme emerged in 80% (n=16) of the interviews, 40% (n=6) of the planning

meetings, and 45% (n=18) of the permanency consultations where participants recognized that

algorithms in use sometimes led them to make unethical or unsound decisions. Surprisingly, even

though 90% (n=18) of the participants recognized that caseworkers were gaming the system to

produce higher compensations, some participants (40%, n=8) did not consider the decisions

made to be unethical or unsound. To them, this is how the system was set up to be used. With

contradictory incentive structures and conflicting values, caseworkers are often put in a position

where they are forced to make such decisions. As previously discussed, both caseworkers and

foster parents are co-opting CANS to produce a higher compensation, however, most participants

(90%, n=18) recognized that the base compensation offered to foster parents is pretty low and

gaming the algorithm was the only convenient way to produce an adequate rate. A supervisor

explained:

"There is a lack of good foster homes and there is no financial incentive to be doing

this work... So caseworkers do whatever they can to get them [foster parents] the money

they need or we risk disrupting a placement...Several foster parents have put in notices

in the past because they can’t financially sustain the placement" -P9, Child Welfare
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Supervisor, MSW, 13 years

Another challenging aspect of using CANS which leads to unsound decision-making is that

it is now being used to track progress with respect to mental health; an unintended outcome

of the continuous data collection. Consequently, an improvement (or deterioration) in mental

health is impacting placement decisions. A clinical therapist explained:

"Sometimes a kid isn’t doing well because they are working through things. For ex-

ample, when a kid starts therapy sometimes their behaviors gets worse, but it might

actually be that they’re working through some things in therapy. And that’s not cap-

tured by the tool. When there is no context, I just can’t interpret whether or not that

worsening is actually a bad thing." -P16, Clinical Therapist, LCSW, 5 years

These frustrations were also consistent with the fact that CANS is tied to service-planning

where CANS recommends unnecessary child-level services when family-level interventions are

often more effective in helping the family heal and cope with trauma. Prior studies have found

that caseworkers distrust risk assessment algorithms such as CANS because of their deficit-based

nature [72]. Interestingly, participants who were averse to this deficit-based nature did find value

in risk assessment in regard to understanding a family’s history. One permanency consultant

explained:

"The data gives you a bigger picture of what the family is going through. Because the

families are not always honest with us about what they need. And so if you can see that

they were in drug and alcohol services or housing authority... that would be helpful in

child welfare. Not necessarily giving them a score. I don’t even know what to do with

the score. It tells me nothing." -P6, Permanency Consultant, BSW, 3 years

Understanding a family’s past helps caseworkers assess the type of services that would be

most beneficial for them. Looking at this data from a trauma-informed perspective allows

caseworkers better understand the underlying trauma in the family that might be leading to

exhibited behaviors and subsequent interactions with the child-welfare system. This points to a

change in mindset in regard to the intended goal of risk assessment of (i.e. - predicting the risk

of future harm) towards a strength-based outcome of providing the right services to families and

not necessarily labeling them as high or low risk. The permanency consultant here also invokes

social work’s core value of service and helping families and sees the utility of risk assessment

through that perspective.
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3.6 Discussion

Our results provide implications for algorithmic decision-making in CWS, more broadly for the

public sector, as well as specific design guidelines for developing such systems in the public sector.

3.6.1 Implications for Algorithmic Decision-Making in the Child-Welfare System

Identifying Gaps and Opportunities for Algorithmic Decision-Making for Child-

Welfare through the ADMAPS Framework

Our results suggest that caseworkers have differing perceptions of the design, outcomes, and

intended uses of the various algorithms. ADMAPS dimensions helped uncover the caseworker

perspectives with respect to different aspects of algorithms. For instance, examining the bu-

reaucratic processes at the agency revealed that the most frustrating part about CANS was that

it was being used to calculate financial resources for foster parents. Furthermore, deliberating

over the relevant data and degree of uncertainty with the participants revealed that CANS did

not account for traumatic triggers in a child’s ecosystem or the lack of interpretation regarding

worsening behaviors. That is, ADMAPS uncovered the multiple and conflicting roles of CANS

as a compensation calculator as well as a mental health assessment tool. On the other hand,

participants considered 7ei to be analogous to the trauma-informed care framework but not an

algorithm that was continually collecting data and tracking outcomes over the life of a case.

Differing socio-technical imaginations of algorithms in the public sector are aligned well with

existing literature [72, 397, 414, 232, 385]. Moreover, while many of our participants were able

to connect how CANS risk scores were used in making decisions about a child based on state

guidelines, yet others were unable to make this connection since CANS is deeply embedded

within their daily culture, where they did not recognize it as an algorithm anymore. This aligns

with prior literature on thinking about algorithms as part of culture [414] and points to a need

in raising more awareness among caseworkers about the algorithms that they use daily. One way

to improve this is to support explanations of algorithms in daily use; not just interpretations of

outcomes but also designing around other interactions (e.g. data collection, input, visualization,

etc). Recent work on explainable AI has found support for focusing on explanations of daily

interactions of users with algorithms [293, 333]. In addition, transparency of data, methods, and

outcomes can support collaborative algorithmic decision-making processes [407, 231]. Finally,

assessing the scope of bureaucratic processes and how algorithms must function within these

constraints allows for better practitioner engagement and buy-in.

Balancing Strength-based and Deficit-based Approaches

Our results show that there are differing approaches in algorithmic implementation that is man-

dated by the state as opposed to the non-profit agency that is contracted by the state, to provide
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child-welfare services. For instance, the state mandates the use of CANS, which the caseworkers

are not very amenable to as they can see the deficiencies in using this algorithm to provide good

services for children in reality. In response, the agency developed 7ei using best practices from

health services and social work (Trauma-Informed Care) [450, 292], and continues to use this

algorithm in parallel with CANS to provide a more holistic perspective for the best outcome

for a child and family. As outlined in our results, CANS and 7ei affect the three dimensions of

ADMAPS differently because fundamentally, CANS is a deficit-based assessment that focuses

on risk mitigation and resource allocation; on the other hand, 7ei is a strength-based assess-

ment that focuses on improving the outcomes for children. This is not to imply that CANS is

always employed in a deficit-based context while 7ei only focuses on building strengths. These

kinds of assessments can be commonly found in public services beyond child-welfare. For in-

stance, within criminal justice systems, deficit-based risk assessments are the norm [437] but are

heavily criticized for being unfair [54]. An important takeaway is that we need both strength

and deficit-based approaches to make better decisions in high-stakes environments. An initial

assessment of risk is necessary but a transition towards helping people through strength-based

approaches is equally important to prevent referrals and future interactions with the system

[37, 35, 38, 36]. Moreover, regardless of the type of outcome, street-level bureaucrats in the

public sector must still exercise discretion and contextualize the algorithmic results for each case

and act within the constraints posed by bureaucratic processes as explained by the ADMAPS

framework [16, 354, 232].

3.6.2 Implications for Algorithmic Decision-Making in the Public Sector

ADMAPS Emphasizes Managing Interdependencies and Trade-offs in Algorithmic

Decision-Making Within the Public Sector

The purpose of ADMAPS is twofold: 1) to interrogate algorithmic interventions in the public sec-

tor in a way that ensures that they balance the dimensions of human discretion and bureaucratic

process with algorithmic decision-making, and 2) to offer practical guidelines for developing al-

gorithms that offer higher utility to practitioners. A key implication of using ADMAPS is that

better algorithmic decisions are made when algorithms account for and balance the complex

interdependencies within socio-technical systems, rather than operate in isolation. We found

that when one aspect of the framework was optimized, the other aspects of the framework often

suffered. For instance, CANS demonstrated an over-reliance on predictions to support mandated

bureaucratic processes; therefore, it minimized human discretion to the point that negated col-

lective buy-in and created ethical dilemmas where caseworkers felt pressured to manipulate the

system. Additionally, each dimension of the framework had cross-dependencies with others,
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demonstrating practical trade-offs at the level of the model. For example, predictive versus pre-

scriptive types of decision support affected administration and training in different ways. The

predictive nature of CANS tended to replace the need for training for interpreting outcomes (i.e.,

giving the answer), while the prescriptive nature of 7ei augmented training by helping new CWS

employees learn through the collaborative brainstorming process. Thus, a core contribution of

this paper is that we demonstrate how the theoretically derived ADMAPS framework (empir-

ically validated through a case study in child-welfare) can be used within other public sector

domains (e.g., criminal justice [222, 221]) to assess the strengths and weaknesses of algorithms

making high-stakes decisions in the lives of people. For instance, ADMAPS can help develop al-

gorithms for judicial decision-making designed to aid judges. Judges must make decisions based

on legal justification, interpretation, and application based on relevant laws and precedents

[159]. The fluid nature of legal reasoning is often at odds with the discrete predictive nature

of algorithms [212]. Here, similar to the 7ei algorithm, ADMAPS can help develop analogues

that augment human discretion instead of curtailing it. Similarly, ADMAPS can help design

algorithms for job placement centers where the caseworkers must exercise discretion in apply-

ing complex legal frameworks, assessing resource constraints, as well as resolving organizational

contradictions to extend unemployment benefits to citizens [232].

Holistic Assessments, Not Deterministic Scoring Lead to Improved Decisions

Through the lens of ADMAPS, the tension between all three dimensions implies that policy-

makers do not get an opportunity to understand and appreciate the value of holistic algorithmic

assessments that can augment the current mandates of univariate risk scores. These mandates

exist based on state legislation and are meant to provide a legal justification for using algorithms

in child-welfare. While the legal implications are out of scope for this paper, our main takeaway

is that the current tension that exists between the state and the agency needs to be redressed

in order to improve outcomes for children. This is not to say that we must mandate decision-

making from both CANS and 7ei but on the other hand, reduce the dependency on singular

metrics and increase the dependency on understanding the underlying trauma and behaviors

of a particular child. Moreover, as clearly depicted through our results, using singular metrics

from a risk assessment to make subsequent decisions about unrelated determinants (for e.g.,

calculating compensation for foster parents) only incentivizes gaming the system and results

in a vicious cycle for children in foster care. The benefits of strength-based approaches have

been supported in prior literature [38, 367, 397, 450] as well as the pitfalls for reappropriating

algorithmic outcomes for different purposes [395, 303]. More importantly, algorithmic decision-

making should not be treated as inevitable; knowing when not to design [48], not to deploy [44],

and to resist [399] is equally important. If systems designers and policymakers are unable to
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balance the dimensions of ADMAPS in a way that it serves on-the-ground practitioners then

alternative, non-algorithmic approaches such as collaborative assessments or processes should

be developed that support and/or streamline bureaucratic processes and augment the quality of

human discretionary work.

3.6.3 Design Guidelines for Algorithmic Systems in the Public Sector

Based on our findings we provide the following design guidelines for developing algorithmic

decision support systems in the public sector. Our guidelines highlight the need to support the

complex interdependencies between the three dimensions of ADMAPS.

• Consider making algorithmic outputs multidimensional, rather than a singular metric.

This allows for flexibility in interpreting the output through the use of human discretion.

• Make algorithmic metrics suggestions, rather than mandated decision outcomes. Creating

flexibility in the bureaucratic process will reduce overhead and prevent the system from

getting overburdened.

• Account for the degree of uncertainty in the data and the associated outcomes and make

room for value judgments and heuristic decision-making.

• Design algorithmic systems to be used collaboratively so that joint oversight and expertise

can provide fairness, transparency, and accountability.

• Consult key stakeholders to form a consensus on what data should and should not be

collected to inform high-stakes decisions.

• Design the system to learn and adapt from expert users by being able to identify exemplar

cases and the reasons why they were successful. This may lead to serendipitous data points

that were not previously captured formally by the system.

• Account for the organizational resources and constraints within which all decisions (human

and algorithmic) must be made and incorporate this into algorithm design.

• Avoid direct trade-offs between input variables that create ethical dilemmas. Create safe-

guards in the system that check for gaming behaviors, such as "what-if" analyses.

• If tradeoffs cannot be properly managed, consider alternative, non-algorithmic approaches

that streamline and/or support bureaucratic processes and augment human discretion.
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3.7 Limitations and Future Work

Our study contributes both a generalizable framework of Algorithmic Decision-Making Adapted

for the Public Sector (ADMAPS) and an in-depth ethnographic case study of a sociotechnical

system used in the domain of child-welfare. However, there are several limitations that intro-

duce opportunities for scholars to expand upon this research. First, this study solely focuses on

the perspective of CWS caseworkers on algorithmic decision-making systems. We believe it is

important to also include the perspective of CWS children and families as they are the affected

communities of concern. Future research should focus on understanding the perspectives of fam-

ilies and their (lack of) agency with respect to the decisions made about them through the use

of algorithmic systems. Second, this study only focused on the algorithms being used in collab-

orative team settings; however, there might be other decision tools that caseworkers might use

independently in their daily work. For instance, all CWS employees are required to use a com-

prehensive state-mandated data system that has several data-driven visualizations and decision

tools built into them. But as our results indicate, caseworkers lack an adequate understanding

of algorithms or decision tools and only recognize the automated decision-making aspects when

explicitly asked to think in those terms. Therefore, future research should focus on studying the

state-mandated data systems, in-built decision tools, and their impact on caseworkers’ decisions

more holistically.

3.8 Conclusion

We conducted an in-depth ethnographic study to understand the daily algorithmic practices of

caseworkers at a child-welfare agency. Concurrently, we also developed a cohesive framework

of Algorithmic Decision-Making Adapted for the Public Sector (ADMAPS) by systematically

reviewing and synthesizing prior literature in HCI, STS, and PA. We qualitatively coded our

data from the ethnography to the dimensions of ADMAPS to reveal the complex interdependen-

cies between human discretion, algorithmic decision-making, and bureaucratic processes. Our

findings show that there is a need to invest in strength-based approaches centered in ecolog-

ical frameworks. This approach not only seeks to improve the lives of people but also builds

collective trust in the outcome itself, and subsequently, leads to collective buy-in at both the

caseworker and bureaucratic levels. Moreover, algorithms need to be designed such that they

augment human discretion by allowing practitioners to engage in value judgments and heuristic

decision-making. In addition, algorithms need to be fully supported by bureaucratic processes

by allocating necessary resources and accounting for organizational constraints. As a result of

this study, we also propose heuristic guidelines for the design of high-stakes algorithmic decision-

making tools in the public sector.
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CHAPTER 4: ALGORITHMIC IMPACTS IN THE CHILD WELFARE SYSTEM:
UNCERTAINTIES IN PRACTICE, ADMINISTRATION, AND STREET-LEVEL
DECISION MAKING

ABSTRACT: Algorithms in public services such as child-welfare, criminal justice,

and education are increasingly being used to make high-stakes decisions about human

lives. Drawing upon findings from a two-year ethnography conducted at a child-welfare

agency, we highlight how algorithmic systems are embedded within a complex decision-

making ecosystem at critical points of the child-welfare process. Caseworkers interact

with algorithms in their daily lives where they must collect information about families

and feed it to algorithms to make critical decisions about child safety and well-being.

Algorithmic decision-making is causing real harm to the nature of social work practice

where caseworkers consider their role being diminished from street-level bureaucrats

who focused on understanding the individual needs of clients and helping them into

mere data brokers. We also highlight how data-driven policy, as currently proposed,

is at odds with how street-level bureaucrats interpret and implement policies on the

ground. Our work also problematizes the popular narrative on transparency and ex-

plainability of algorithms by illustrating that different stakeholders held different no-

tions of these human factors based on their end goals. Finally, we show how a simple

decision-tool designed to support decision-making processes offered higher utility and

gained support from caseworkers.

4.1 Introduction

Decades of neoliberal politics in the United States (U.S.) centered in austerity and privatiza-

tion have led to public sector agencies increasingly looking towards digitization and automation

both as a means to reduce costs as well as provide greater efficiencies in public service deliv-

ery [167, 465, 163]. Principles of New Public Management (NPM) have been re-positioned in

the public sector to emulate the business model of private corporations centered in efficiency,

cost reduction, and innovation [290]. Theories of NPM coupled with the introduction of digital

technologies seek to improve data sharing practices between different sectors of the government,

promote minimal repeated information gathering, provide targeted services, reduce bureaucratic

overhead, and improve decision-making [463]. Consequently, most decisions about citizens are

now being made from behind the screens instead of interacting with them at the street-level

[62]. This transformation from ‘street-level’ bureaucracy to ‘screen-level’ bureaucracy has been

characterized as Digital Era Governance by public administration scholars where digital tech-

nologies played a central role [76]. However, despite promises of significant improvements in
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efficiencies and cost-effectiveness, several digital tools have fused onto existing street-level dis-

cretionary practices without altering public management at a deeper organizational behavior

level [463, 315].

However, digitization has allowed public services to collect a vast amount of data about cit-

izens in the course of their daily operations in managing and delivering public services [326].

This comprehensive cross-sector data has allowed policymakers, tech companies, and academics

to narrow their focus on improving high-stakes decision-making by developing data-driven prac-

tices that purportedly provide consistent, transparent, objective, and defensible decisions to

citizens [397, 163, 75]. Algorithmic decision-making in the public sector has generally been

adopted in the form of risk assessment algorithms with their primary purpose being the preemp-

tive recognition and mitigation of ‘risk’; a core organizing concept of this shift in governance

and of neoliberal economics [22]. That is, improving productivity, accountability, and efficiency

by proactively identifying clients in the riskiest circumstances and targeting services towards

them using algorithms [377, 163]. This further shift in Digital Era Governance that embeds

neoliberal politics into the principles of New Public Management has been called New Public

Analytics [489] and focuses more on risk management based on individual client characteristics

while driving attention away from structural and societal problems [377, 258].

Over the past two decades, several high-stakes decision-making domains such as the child-

welfare system (CWS), the criminal justice system, education, and medical services have in-

creasingly turned towards risk assessment algorithms as a means to standardize and improve

decision-making [214, 232, 397, 163]. Facing severely limited resources, burdensome workloads,

and high staff turnover, most public sector agencies have also turned towards algorithms as they

promise to allocate resources more efficiently and fairly [163, 299, 400]. The Child-Welfare Sys-

tem has also been the center of public and media scrutiny because of harm caused to children

who are removed from the care of their parents [86]. On the other hand, CWS also receives

severe criticism and media attention for child abuse tragedies where the system failed to remove

and protect a child [220, 182]. This has further mounted pressure on CWS in several states in the

United States (U.S.) to employ structured decision-making tools (and more recently, algorith-

mic decision-making) to prove that they are employing evidence-based, consistent, and objective

decision-making processes.

Consequently, critics of algorithmic systems in the public sector have continued to focus on

the outcomes predicted by these systems and their disparate impact on affected communities

[432, 72, 377]. In this study, we deepen this discussion about algorithmic impacts by examining

the impact of algorithmic tools on professional practices, bureaucracy, and street-level decision-

making in child-welfare. Digital Era Governance witnessed digital technologies assimilating into
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existing work practices without altering or improving them at a deeper level [463]. A similar

exploration needs to take place to assess the impact of algorithmic decision-making on the nature

of practice (i.e., street-level human discretionary work) and organizations (i.e., bureaucratic

processes) as well as assess how street-level decision-making is changing and whether algorithms

are living up to the promises of cost-effective, consistent, and fair decision-making.

4.2 Related Work

The breadth of research at the intersection of technology and governance has been wide-ranging,

including studies that examine how emergent technologies are shaping collaborative work [58,

325], designing technologies that empower affected communities [72, 146], studying issues con-

cerning civic engagement [150, 206], and social and ethical implications of datafied public services

[377, 232, 374]. For instance, researchers have unpacked the forms, limits, and complexities of

participatory design within the public sector where newer technologies are being designed for

the governance of smart cities [478, 416, 227]. Several of these technologies are being developed

through public-private partnerships [150, 299] where the expectation is that these entities are

able to transform data into knowledge and inform decisions that are centered in efficient alloca-

tion of resources [232]. As Holten Møller et al. [232] note, "here, data becomes the promise of

future bureaucratic efficiencies".

Specific to affairs of public administration, researchers have studied how the shifting decision-

making latitude has impacted the work of street-level bureaucrats. 4 Studies have found that

value conflicts arise when the logics embedded within the government’s digital platforms do

not align with street-level bureaucrats’ discretion when they tried enacting the same shared

values in practice [256, 466, 146, 232]. Research within public administration, science and

technology studies, and human-computer interaction have recently drawn attention to how the

digitization of public services is leading to distinct changes in street-level bureaucrats’ discretion

[80], power asymmetries between public officials and citizens [432, 405, 404], need for re-skilling of

public officials [256, 232], and actor transparency in government decision-making [198]. Lindgren

et al. [296] go a step further and argue that “public officials can no longer be understood

as merely human”. They call for a reinterpretation of citizens’ trust in their government in

regard to the legitimacy and accountability of e-governments. Busch et al. [81] explore public

service workers’ digitized discretionary practices as they balanced conflicting demands of market-

oriented goals and norms of professional practice and found that workers responded positively

to digitization when it supported professional aspects of their work. In a similar vein of work,

Giest et al. [198] highlight that a disconnect between bureaucratic processes and digital tools
4A street-level bureaucrat is a professional service worker (e.g., social worker, police officer, teacher) who

operates in the frontline of public service provision. They interact closely with clients and make decisions about
them based on how they interpret policies relating to the situations at hand [297].
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magnified in street-level decision-making where workers’ discretionary power was obfuscated and

led to more complications and time-consumption in accomplishing daily tasks. In the context

of smart cities, Meijer [323] further argues that building technologies for governance is centered

in political, strategic, and value-laden choices made between three key actors: state, market,

and civil society. This requires a re-conceptualization of sociotechnical structures that result

from their interactions. Public administration scholars have also foreboded a “digital sclerosis”

characterized by the stiffening of governmental processes and lowering of innovation feedback

from workers [21]. They predict “decreased bargaining and discretionary power of governmental

workers” as one of the early warning signs of this phenomenon. These changes in professional

work practices through the adoption of digital tools have similar, yet more serious implications

for the adoption of algorithmic tools which further shift discretion away from public service

workers.

As a result, researchers have started investigating the intersection of human discretionary

work conducted at the street-level and algorithmic decision-making in public services [16, 354,

232, 385]. Alkhatib and Bernstein introduced the theory of street-level algorithms to distinctly

highlight the gaps in algorithmic decision-making that human discretion needed to address [16].

Unlike street-level bureaucrats who used discretion to reflexively make decisions about novel

cases, street-level algorithms produced illogical decisions that offered no recourse and could only

be addressed by ‘learning’ through new data in the future. Pääkkönen et al. expand upon this

theory to highlight that algorithm design needed to identify and cultivate important sources of

uncertainty because it was at these locations that human discretion was most needed [354]. Addi-

tionally, recent work [20, 396] has highlighted the collaborative nature of caseworkers’ decision-

making processes and the impact of bureaucratic structures that algorithm design needed to

account for. In sum, researchers have reached a general consensus that any algorithmic interven-

tions in the public sector needed to understand the complexities of human discretion carried out

at the street-level when implementing day-to-day bureaucratic processes and legislative policies.

Recently, Saxena et al. [396] synthesized prior work conducted on algorithmic governance sys-

tems into a framework for algorithmic decision-making for the public sector which accounts for

the complex interdependencies between human discretion, algorithmic decision-making, and bu-

reaucratic processes. Next, we offer a brief overview of this framework and explicate its utility in

unpacking the impact of algorithmic decision-making on the nature of the practice, organization,

and street-level decision-making.
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4.2.1 Algorithmic Decision-Making Adapted for the Public Sector (ADMAPS)

Framework

Saxena et al. (2021) [396] developed a theoretical framework for algorithmic decision-making in

the public sector that accounts for the complex inter-dependencies between human discretion,

bureaucratic processes, and algorithmic decision-making. Below, we provide a brief summary

and explain the three high-level elements of the framework and their utility for our analysis -

Human Discretion refers to the decision-making process model that practitioners in the

public sector engage in where they use their professional expertise, make value judgments, and

engage in heuristic decision-making based on the available facts. This is especially important

in the public sector because government officials must make decisions within the bounds of

policies and organizational constraints. Moreover, they must use discretion in resolving missing

or conflicting sources of information.

Bureaucratic Processes refer to critical governance characteristics that include the sys-

temic constraints within which all decisions must be made, day-to-day protocols, and the legisla-

tion that the organization is legally mandated to follow. Bureaucratic processes directly impact

practitioners’ training and nature of the practice (i.e., human discretion) at the agency as well as

how well an algorithm is integrated into the day-to-day workflows and decision-making processes.

Algorithmic Decision-Making adopts street-level algorithms [16] as a theoretical lens to

identify algorithmic systems that are used to make on-the-ground decisions about clients and

welfare in the public sector. It draws attention to the relevant data needed for decision-making,

the degree of uncertainty associated with predicted decisions, as well as the decision-making

latitude (i.e., predictive or prescriptive) that is allocated to algorithmic systems. Authors refer

to algorithmic decision-making as the most flexible element of the framework that researchers can

directly affect by designing systems that balance the other two elements (i.e., human discretion

and bureaucratic processes). In addition, the authors further highlight the need to understand

human discretionary work because algorithm design needs to make space for (and be preceded

by) human discretion to fill in the gaps in data as well as make sense of organizational and

legislative protocols.

In sum, the ADMAPS framework showcases how practical trade-offs must be made to man-

age the cross-dependencies at both the macro- and micro-levels of the algorithmic model to

offer autonomy to practitioners and improve human discretionary work. The framework also

draws attention to the high degree of uncertainty inherent in the administrative data which

consequently means unreliable predictions. Therefore, the goal of algorithms in the public sector

must be re-evaluated to support the decision-making processes of stakeholders instead of pro-

viding predicted outcomes. In their study, Saxena et al. [396] focused on the micro-interactions
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between the dimensions of these three elements to understand why each algorithm failed (or

succeeded) to offer utility to child-welfare staff and their impact on human discretionary work.

However, in this study, instead of focusing on singular algorithmic tools and their impact on

human discretion, we draw attention to the broader decision-making ecosystem and critically in-

vestigate the macro-interactions between these three elements to assess the impact of algorithmic

systems on the nature of the practice (i.e., the interaction between human discretion and algo-

rithmic decision-making), the organization (i.e., the interaction between bureaucratic processes

and algorithmic decision-making), as well as three-way interactions between the three elements

to understand how the nature of street-level decision-making is changing in child-welfare.

4.2.2 Current Landscape of Algorithms Used in the U.S. Child Welfare System

Child-welfare (CW) agencies in the United States have increasingly adopted algorithms for high-

stakes decisions as they promise to improve decision-making, lower costs, and provide better

outcomes to citizens [382, 163]. A nationwide survey on predictive analytics in child-welfare

conducted by the American Civil Liberties Union (ACLU) in 2021 revealed that 26 states have

considered employing predictive analytics in child-welfare [391]. Of these 26 states, 11 are

currently using them [391]. Several states in the United States continue to experiment with pre-

dictive analytics, however, audits of these systems reveal that they are achieving worse outcomes

for families and exacerbating racial biases [171, 454, 344, 230]. In the past, Los Angeles County

and the state of Illinois have shut down their predictive analytics programs for these reasons

[171, 454] with Oregon recently joining their ranks in June 2022 [344]. A recent study conducted

by Cheng and Stapleton et al. [99] on the Allegheny Family Screening Tool (AFST) found that

AFST-predicted decisions were racially biased and workers reduced these biases by overriding er-

roneous decisions. AFST algorithm was designed to mitigate call screeners’ biases and subjective

decisions and augment decision-making by making it more objective through data. Ironically,

AFST has introduced more complexities in decision-making and the call screeners are the ones

mitigating algorithmic biases. A comprehensive literature review of algorithms in CWS revealed

other sources of biases embedded in the predictors, outcomes, and computational methods being

used to develop these systems [397].

Federal initiatives such as improved data infrastructures for CWS [225] have paved the way

for tech startups to develop and pitch algorithmic systems to human services agencies across

different states [239, 371, 447, 238]. However, there is a need to critically examine the current

points of failures in algorithm design as well as understand how workers engage with algorithms

as they make critical high-stakes decisions about families. Critical to the conversation about

predictive analytics or predictive risk models (PRMs) is also the underlying principle of "risk"

and how its understanding has shifted in response to the restructuring of public services to be
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economically efficient, productive, and accountable [83, 377, 22]. Traditionally, child-welfare

services have focused on risks and protective factors within families to be able to provide them

with individualized care. However, with a shift towards an economic understanding of risk and

the introduction of PRMs, risk has now become a function of client characteristics as existing in

prior cases (and not individual family circumstances) and their impact on a predictive outcome

(i.e., risk of maltreatment). That is, the risk is estimated based on historical administrative

data and is being used to identify the "deserving poor" who pose the most risk to governmental

apparatus [163]. Redden et al. [377] refer to this as the embedded logic of actuarialism that

also obfuscates and drives attention away from social and structural issues that bring poor and

vulnerable communities under the attention of public services such as child-welfare, housing

authority, and public assistance [258].

4.3 Methods

We partnered with a child welfare agency that serves a metropolitan area in the midwestern

United States. This private, non-profit agency is contracted by the state’s Department of Chil-

dren and Families (DCF) to provide child welfare and family services and must comply with

all DCF standards, including the use of mandated decision-making algorithms. DCF’s Initial

Assessment (IA) workers investigate allegations of child maltreatment, and if abuse/neglect is

substantiated, the child(ren) may be removed from the care of their parents or an in-home safety

plan might be developed. At this point, the case is referred to the agency to provide services.

These services are negotiated between the parents’ attorney, the district attorney’s office, and

the judge after caseworkers have conducted initial structured assessments and provided their

recommendations to the court. A case manager is assigned to each case and is supported by a

multi-disciplinary child-welfare team that brings in domain expertise from social work, family

psychology, medicine, and law. The agency is mandated to use some algorithms at different

stages of a child-welfare case per DCF standards but has also developed an algorithm in-house

to improve its decision-making processes.

4.3.1 Study Overview

We conducted an extensive ethnography to understand how caseworkers interacted with algorith-

mic systems, and their perspectives on these systems, as well as unpack how decisions were made

at the intersection of child-welfare practice, regulations, and algorithmic decision-making. This

study is conducted within the same broader child-welfare system that was also the ethnographic

site for Saxena et al. [396]. However in this study, instead of focusing on singular algorith-

mic tools and assessing their impact on human discretion, we draw attention to the broader

decision-making ecosystem and assess the impact of algorithms on the nature of the practice,

88



administration at the organization, and the changing nature of street-level decision-making. Be-

fore conducting observations or recruiting participants for interviews, we obtained Institutional

Review Board (IRB) approval at our research institution to conduct our study. Before the in-

terviews, we emailed the participants an IRB-approved consent form and obtained their verbal

consent to participate in the study before beginning the interviews. The first author observed

child-welfare team meetings and then conducted semi-structured interviews with key stakehold-

ers at the agency to better contextualize interactions that occurred at these meetings and gather

caseworkers’ perspectives. Below, we first highlight our scoping criteria for algorithms followed

by a description of observations and interviews, and the qualitative data analysis process.

4.3.2 What is an "Algorithm"?

Different definitions of algorithms have been adopted across different disciplines due to the in-

tersection between statistical modeling and machine learning as well as ongoing innovations

in advanced neural networks [229, 456, 414]. From a social perspective, we define algorithms

through the lens of street-level algorithms [16] - computational predictive tools used to make

on-the-ground decisions about human lives and welfare. That is, algorithms that directly af-

fect families utilizing public services and not second or third-removed algorithms that might

be internally used by government analytics teams. Technically, we define an algorithm as a

computational system that takes in input data, computationally processes data, and produces

an output. This output can be a predicted outcome of interest or change in output over time

when some statistical property of variables change as is the case with change point detection

algorithms [19].

4.3.3 45-Day Staff Meetings, Permanency Consultations, and Concurrent Planning

45-day staff meetings occur within the first 45 days of a case coming into the care of the agency

and are attended by child-welfare staff involved at the front end of case management and plan-

ning. These meetings facilitate information sharing such that consensus decisions can be made

in regard to child well-being. Each meeting is scheduled for 90 minutes and the first author

observed 25 such meetings. These meetings are typically attended by child-welfare staff that

works in case management, permanency planning, family preservation, and licensing. The goal

of these meetings is to develop a deeper understanding of a family’s circumstances from a trauma-

informed perspective, identify parents’ support system that can help with child care, identify

systemic barriers that may inhibit reunification, and develop action steps for child-welfare staff.

These meetings facilitate collaborative decision-making and ensure congruence in case planning.

Permanency consultation meetings are specialized meetings designed to expedite permanency

for children placed in out-of-home care by employing collaborative practices as well as actively
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addressing any systemic or policy-related barriers. These meetings are facilitated by permanency

consultants and are staffed with many of the child-welfare team members that attend 45-day

planning meetings. These meetings regularly occur at the 5, 10, and 15+ month marks for

every case until the case is closed. These ongoing meetings tended to be more informative

than the 45-day planning meetings because not enough information is available at the onset

of a case. Moreover, permanency consultations involved cases that had been with the agency

for several months (if not years) and revealed the complicated interactions between policies,

systemic barriers (legal, resource, administrative), social work practice, and algorithmic systems

being used at the agency. The first author attended 55 permanency consultations.

Critical to a discussion about collaborative meetings and the decision-making ecosystem is

the Adoption and Safe Families Act (1997) which introduced some of the most sweeping changes

to the child-welfare system and shifted the focus primarily towards child safety concerns and

away from the policy of reuniting children with parents regardless of prior neglect/abuse. The

Act introduced federal funding to assist states with foster care, adoption, and guardianship

assistance and expanded family preservation services. In addition, it also introduced a 15-

month timeline where the State must proceed with the termination of parental rights if the

child has been in foster care for 15 out of the last 22 months [209]. This speedy termination

of parental rights has received widespread criticism but still establishes the constraints within

which caseworkers must conduct their work [216, 438, 368]. To ensure expedited permanency5

for foster children, the agency employs concurrent planning such that two simultaneous plans

begin when a child enters foster care: a plan for reunification with the birth parents and a plan

for guardianship and/or adoption if reunification is not possible.

4.3.4 Semi-Structured Interviews

Next, we used the knowledge gathered from these observations to develop our interview pro-

tocol and recruit participants who consistently attended these meetings. We conducted these

interviews to delve deeper into caseworkers’ understanding of these algorithms as well as the

benefits and challenges as perceived by them. We asked participants a series of questions about

the nature of child-welfare work, how algorithms in use impacted their practice, and the orga-

nizational support made available to them to mitigate conflicts or challenges associated with

these systems. We also asked them to expand upon any interactions we had observed during the

meetings such as the participant’s dislike or appreciation for a certain algorithm or feature or

their frustration with the misuse of algorithmic tools. During observations, we also noted any

benefits or frustrations that the participant (or their team) experienced in regard to algorithmic

decision tools and brought them up during the interview to further expand upon and better
5Permanency is defined as reunification with birth parents, adoption or legal guardianship.
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understand their outlook. We conducted 20 interviews with participants that included program

directors, child-welfare supervisors, permanency consultants, caseworkers, data specialists, and

clinical therapists.

4.3.5 Study Participants

We interviewed child-welfare workers who attended the collaborative meetings mentioned above

and had more experience working with algorithmic tools and assessments in their day-to-day

work. The case manager position experiences high turnover with most case managers quitting

within the first two years. Therefore, we focused our attention on the more experienced members

of the staff who could provide deeper insights into the workings of the system as well as systemic

barriers that impede their work. Below, we provide job descriptions of various positions and

participant information in Table 1.

Program Directors (n=1): Agency leadership responsible for professional development pro-

grams, trainings, research and policy initiatives, and grant writing. They supervise child-welfare

supervisors and the agency’s trauma-responsive service model.

Child-Welfare Supervisors (n=8): Supervisors manage a case management team comprising

of 6-8 case managers and oversee about 140 cases. They are responsible for the professional

development of case managers and provide additional support when interacting with families

and legal parties. They also facilitate 45-day staffing meetings.

Child-Welfare Case Managers (n=2): Frontline workers that directly interact with families

and act as mediators between parents, foster parents, relatives, legal parties, and child-welfare

staff. They conduct home visits, safety assessments, and psychometric assessments, and trans-

port foster children to supervised visits and medical appointments. On average, they manage

about 20 cases.

Permanency Consultation Supervisor (n=1): The supervisor in charge of the permanency

consultation program is designed to address systemic barriers that pose obstacles in the way of

achieving permanency for foster children. They manage and supervise permanency consultants.

Permanency Consultants (n=5): They are responsible for managing the legal process un-

derscoring permanency where they prepare documentation for court, focus on recruitment and

licensing of foster homes, and manage post-guardianship and post-adoption services, among

other tasks that help expedite permanency for foster children. They provide consultations on

about 150 cases each.

Data Specialists (n=2): Responsible for tracking federally-mandated performance bench-

marks for the agency as well as case-level data. They also analyze data and manage algorithmic

systems implemented at the agency and present results to agency leadership.

Clinical Therapist (n=1): A licensed clinical social worker who conducts mental health as-
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Participant Sex Job Title Experience
(years)

P1 F Permanency Consultation Supervisor 22
P2 F Permanency Consultant 20
P3 F Permanency Consultant 9
P4 F Permanency Consultant 8
P5 F Permanency Consultant 12
P6 F Permanency Consultant 3
P7 F Child Welfare Program Director 20
P8 F Child Welfare Supervisor 19
P9 F Child Welfare Supervisor 13
P10 F Child Welfare Supervisor 9
P11 F Child Welfare Supervisor 9
P12 F Child Welfare Supervisor 7
P13 M Child Welfare Supervisor 12
P14 M Child Welfare Supervisor 30
P15 F Child Welfare Supervisor 9
P16 F Clinical Therapist 5
P17 F Child Welfare Case Manager 8
P18 M Child Welfare Case Manager 2
P19 F Data Specialist (Program Director) 17
P20 M Data Specialist 17

Table 7: Interview Study Participants

sessments and has a deeper understanding of psychometric assessments used in child-welfare.

4.3.6 Qualitative Data Analysis

The first author took detailed observational notes during each team meeting and compiled a

debriefing document with their initial insights. They also noted questions that needed further

clarification and conferred with team leaders (i.e., supervisors or permanency consultants) after

the meetings and noted their responses. All authors read through the observational notes and

collectively discussed meeting notes that uncovered pertinent aspects of the decision-making

ecosystem in regard to the nature of the practice, policies and regulations, and/or the use of

algorithmic tools. Interviews were audio-recorded and transcribed verbatim for analysis. After

carefully reading through the transcripts, we conducted several rounds of iterative coding to

identify patterns and converge on appropriate themes associated with the three elements of the

ADMAPS framework (i.e., human discretion, bureaucratic processes, and algorithmic decision-

making). We performed thematic analysis [112] to create these initial codes, formed a consensus

around the codes, as well as resolved any ambiguous codes. In our results, we also use our

observational notes to augment the insights we gained from the interviews and note potential

discrepancies and nuances from the holistic insights gained from our site observations. These

initial codes were grouped into three high-level themes of impact on practice, impact on orga-

nization, and impact on street-level decision-making. Codes that highlighted pertinent issues

regarding how human discretionary work has changed under algorithmic systems were grouped

under impact on practice. For instance, 80% of the participants shared that the CANS algo-

rithm had negatively impacted social work practice due to its lack of understanding of trauma.

Similarly, codes that highlighted issues such as an algorithmic system’s inability to account for or-
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ganizational constraints or legislation were grouped under impact on organization. For instance,

75% of the participants shared that all decision-making processes were first situated in the 7ei

algorithm which is central to the agency’s trauma-responsive service model. Finally, codes that

highlighted how street-level decision-making is changing on the ground where bureaucrats are

mandated to use algorithmic decisions (but do so while employing their professional expertise

and operating under organizational and legislative constraints) were grouped under impact on

street-level decision-making. For instance, 80% of the participants shared that they were man-

dated to use the foster care placement as recommended by CANS, however, foster children were

more likely to achieve stability and well-being when placed with relatives rather than a more

restrictive foster care setting as recommended by CANS. In addition, CANS did not account

for the limited number of available foster homes; an organizational constraint that rendered the

algorithmic recommendation nonsensical.

4.4 Results

In the following subsections, we first share some overarching findings regarding the decision-

making ecosystem in child welfare that sits at the intersection of policies, social work practice, and

algorithmic systems. Next, we discuss findings from two algorithms that are in use at the child-

welfare agency and how their adoption has impacted the nature of the practice, administration

at the organization, and street-level decision-making.

4.4.1 Decision-making Ecosystem in Wisconsin’s Child-Welfare System

In order to understand the role of algorithms in decision-making, it is necessary to map out the

complexities within the broader decision-making ecosystem to be able to assess the utility and

scope of algorithmic tools. In addition, it is imperative to understand the systemic constraints

within which such systems must operate. This helps us to better contextualize how caseworkers

interact with algorithms, their perspectives on these systems, as well as how decisions are made at

the intersection of policies, social work practice, and algorithms, i.e. - how algorithmic decisions

were used by child-welfare staff working under legislative and organizational pressures. Figure

1 describes “Life of a Case” in child-welfare and highlights all the critical decision-making

steps and algorithms (red boxes) that are embedded throughout the child-welfare process. We

co-designed this diagram with caseworkers. The yellow section of the diagram represents the

initial allegation of maltreatment and investigation that is conducted by Initial Assessment (IA)

caseworkers at the Department of Children and Families (DCF). If maltreatment is substantiated,

the case is officially opened and is referred to the child-welfare agency to provide ongoing services

to the family. This is represented by the orange section of the figure. Finally, the blue section

of the figure represents the court system. Contrary to popular belief, critical decision-making
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Figure 8: Life of a Child-Welfare Case in [State]

power in regard to permanency (i.e., reunification, adoption, termination of parental rights) for

foster children sits with the court system and child-welfare staff only makes recommendations

to the district attorney’s office. Tensions between child-welfare staff and the court system are

well captured in social work literature [158, 154, 90]. This ethnography is conducted within the

orange section of the figure (i.e., the child-welfare agency) where algorithmic tools are being

used by caseworkers to make several day-to-day street-level decisions (as opposed to critical

permanency decisions made in courts) about children and families. Underscoring the use of

algorithmic decision-making in child-welfare are two dominant concerns that frequently arose in

this ethnography -

• Caseworkers are not trained in “thinking statistically” about data, algorithms, and uncer-

tainties but are legally mandated to input data, interact with algorithms, and make critical

decisions.

• All algorithmic decisions in the public sector must be made within the bounds of policies,

current practice, and organizational constraints.

As depicted in Figure 1, when an allegation of abuse is made at the hotline, a risk assessment

algorithm helps call screeners to decide if the call should be screened for an investigation. We did

not have access to this decision step since it is conducted at DCF before the case is referred to

the agency where the ethnography was conducted. If the call is screened in and the investigation

substantiates abuse and/or neglect, the child(ren) is removed from the care of their parent(s),

or an in-home safety plan is put in place. The case is then referred to this child-welfare agency.
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Throughout the life of the case, the CANS algorithm is used to assess the mental health needs

of a child, the level of foster care (level 1 to 5) the child should be placed in, as well as calculate

the compensation that foster parents should be paid by the state. 7ei (Seven essential ingredi-

ents) algorithm is used to develop trauma-responsive services. LPS (Legal Permanency Status)

algorithm is used to track federal benchmarks such as placement stability, as well as policy and

systemic barriers. And finally, AST (Anti Sex-Trafficking Response) algorithm is used to assess

the risk of sex trafficking for a foster child. These algorithms are being used to make everyday

decisions about foster kids but there are also other algorithms that are being used internally by

the Department of Children and Families. For instance, an algorithm is used to assess the risk

of re-entry into the system for every case. For the purpose of this study, we only focus on CANS

and 7ei algorithms.

4.4.2 Caseworkers’ Perspectives: Assessments or Algorithms?

Through the observations of child-welfare meetings, we learned about several different sources of

data that are collected by the agency as a means to collect consistent information about all cases.

The agency uses several psychometric assessments for this purpose (see for e.g., [304, 379, 305])

as they provide a structured framework to conduct risk assessments. Child welfare initially

adopted psychometric risk assessment instruments (RAI) as a means to standardize the process

of assessing children’s and parents’ risks and needs and allow for a more consistent decision-

making process. Consequently, RAIs have facilitated the collection of data about children and

families for the past three decades. Over the last decade, psychometric and administrative

data from prior substantiated cases of maltreatment is now being used to train algorithms to

make predictions about current cases [397]. The algorithms depicted in Figure 1 have all been

developed using their RAI counterparts. RAIs have been widely adopted in social work practice,

and as a result, all participants recognized these assessments but did not actively recognize their

algorithmic components (i.e., automated aspects) that routinely frustrated them. However, once

we focused more on these frustrations and expectation violations, we uncovered several pertinent

issues at the intersection of human discretion, bureaucracy, and algorithmic decision-making. In

the following sections, we discuss the CANS and the 7ei algorithm and their impact on the

nature of social work practice, impact on the organization, and street-level decision-making.

4.4.3 CANS Algorithm

CANS (Child and Adolescent Needs and Strengths) algorithm is constructed using the CANS

communimetric assessment that consists of 104 psychometric items organized across eight do-

mains that address child needs and strengths (see [105] for more details). It was designed to

assess the level of need of a foster child and utilize this assessment to develop an individual-
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ized care plan. CANS offers the child welfare team a structured way to assess a case as well

as share this information with other parties. With its primary purpose being communication,

CANS is designed based on communication theory rather than psychometric theories centered

in measurement development [2]. That is, the tool was not designed to explicitly measure any

variables or predict outcomes based on these variables. CANS was designed to be the expected

outcome such that it facilitated the linkage between the assessment process and the design of

individualized service plans. That is, CANS was designed to support care planning, facilitate

quality improvement initiatives, and monitor the outcomes of new evidence-based practices.

CANS algorithm, on the other hand, uses the risks and needs data about children collected

by the assessment and has been re-purposed to explicitly measure three outcomes - 1) mental

health services to be offered to foster children, 2) level of foster care they should be placed

in, and 3) generate subsidized guardianship rate offered to foster parents. Based on a child’s

risks and needs, the algorithm recommends mental health services that must be offered. Next,

based on this level of need, it predicts the level of foster care the child should be placed in.

Foster homes in this state range from Level 1 to Level 5. Higher-level foster parents are more

trained and certified to take care of higher-needs children. Therefore, the higher the level of

need, the higher the level of foster care that the child should be placed in. Finally, based on

the level of need and foster home setting, CANS generates the subsidized guardianship rate that

foster parents are paid by the state for the costs associated with having a child placed in their

care. CANS is conducted within the first 30 days of a child entering the child-welfare system

or moving to a new placement. Subsequently, it is then conducted every six months. CANS

algorithmic assessment is completed by caseworkers with information (about child behaviors and

needs) provided by foster parents.

This re-appropriation of CANS (and therefore, CANS data) to predict these outcomes has led

to several unintended consequences that frustrate caseworkers and impede theory-driven practice

centered in trauma-informed care. All caseworkers at the agency are trained and certified in

conducting CANS assessment, however, they are not trained in managing conflicts that arise

due to the re-appropriation of CANS. This further obfuscates the boundary between the role

of the assessment versus the algorithm. Below, we discuss some unintended consequences on

the nature of the practice, processes at the organization, and street-level decision-making.

Impact on Nature of Social Work Practice.

CANS contradicts trauma-informed care: Caseworkers at the agency are trained in trauma-

informed care (TIC) and apply principles and practices from TIC while employing the agency’s

trauma-responsive service model to cases. However, the CANS algorithm only offers a live

snapshot of the child’s mental health based on exhibited behaviors (over the past 30 days) and
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does not account for underlying trauma (or traumatic triggers) that can cause serious emotional

dysregulation from time to time. Here, caseworkers co-opt CANS to account for trauma-informed

care and anticipate the child’s needs. One permanency consultant explained -

"We have a child that goes into manic depression every year around the holiday season. At

this point, one of the foster parents has to quit their job and care for the child full-time.

We know that this traumatic trigger is coming up but there is no way to account for that

in CANS. So we edit scores in anticipation for these upcoming needs" – P3, Permanency

Consultant

CANS Misses Important Context about each Child: Algorithms attempt to generalize child

and family characteristics and place them in certain categories to be able to make a deter-

mination. However, this inadvertently leads to a loss of information or context since all the

information cannot be accounted for. CANS focuses on child behaviors, risks, and needs but it

does not account for the child’s interactions and relationships with other people. Caseworkers

shared that CANS conducted the child’s assessment in an isolated manner and did not account

for the quality and impact of relationships in their lives which are often more important in

determining their long-term well-being. For instance, a permanency consultant shared -

"A child’s behaviors are often a result of what is happening in their environment. What or

who is really triggering them and where is that coming from.. there is no way to put that

in CANS" – P4, Permanency Consultant

CANS offers no context regarding worsening behaviors. A clinical therapist shared that it

was more important for them to be able to understand the context around worsening behaviors.

They shared that worsening behaviors were not always a bad thing since children’s behaviors

initially get worse (before getting better) when they started therapy. This is simply because

children are finally starting to address the underlying trauma in their lives in therapy which

might lead to worsened behaviors in the short term but is necessary for their mental health and

well-being in the long run. The clinical therapist also shared the following concern about the

short-term focus on mental health -

"If CANS is used as a communication tool, that is, just as a structured way to talk about

children and families and then to make decisions on it, then that’s fine! But that’s not how

it’s being used.. A lot of it is just entering [data] into a computer and seeing whether or

not there’s improvement from one point to another. And if there’s no improvement then

making a decision." – P16, Clinical Therapist

These concerns regarding the re-appropriation of CANS were inconsistently shared by child-

welfare workers. That is, not all caseworkers were equally aware of other concerns and only
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shared issues that affected their day-to-day practice. For instance, caseworkers were unaware

of the clinical therapist’s concerns regarding worsening behaviors. A supervisor shared that

children can have severe underlying trauma that is not captured by CANS because of its focus on

exhibited behaviors. At this point, we shared the clinical therapist’s concerns with the supervisor

and they further elaborated by saying that underlying trauma did not always manifest in terms

of exhibit behaviors and that CANS may be measuring wrong indicators altogether. This also

raises questions regarding which explanations associated with the tool are deemed more useful

- caseworkers were more invested in explanations of underlying trauma (based on their training

in trauma-informed care), whereas the clinical therapist wanted better explanations about the

context surrounding worsening behaviors. That is, different stakeholders have different needs in

regard to explainability and a “one-size-fits-all” approach with respect to algorithm design may

not be feasible here.

In sum, such interactions with the algorithm over time led to cumulative distrust in algo-

rithmic decision-making. The implementation of CANS also further obfuscated the difference

between the algorithm and the assessment. For instance, caseworkers generally score CANS on

the paper-based assessment when speaking with foster parents. However, at the agency, they

input this data into the CANS algorithm to predict outcomes. Re-appropriation of CANS is

also a case in point regarding why it is imperative to understand the context within which (and

how) data is collected about clients in the public sector.

Impact on the Child-Welfare Agency.

Below we discuss the impact of the CANS algorithm and its re-appropriation on the day-to-day

bureaucratic processes carried out at the agency.

Subsidized guardianship rate has become the primary outcome of interest. Both caseworkers

and foster parents are actively aware that the subsidized guardianship rate is directly tied to

mental health needs. This leads to the gamification of the algorithm for three main reasons -

• Maintaining a stable placement - There is a lack of good foster homes in the system

and caseworkers try to support foster parents by any means necessary to ensure that the

placement is not disrupted and the child does not need to be placed elsewhere. Multiple

placement moves for foster children are associated with poor well-being outcomes where

they are unable to develop any meaningful relationships with foster parents or other care-

givers [56]. Therefore, gaming the algorithm is the only way in which placements can be

continually supported.

• Base rate is low - Caseworkers shared that the subsidized rate for most foster placements

was too low and there was no financial incentive for foster parents to be doing this work.
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Here, gaming the algorithm is a convenient way to generate a higher compensation by

exaggerating the mental health needs on the assessment.

• Maximizing financial incentive - Caseworkers also shared (see quote below) that even

though most foster parents did their best to care for foster children, there were still other

foster parents who accepted multiple placements in their home and ran foster care like

a business. They routinely exaggerated child behaviors to receive higher compensations

and renegotiated to what they considered to be their "standard" rate. One supervisor

explained -

"Case managers are being pressured into scoring children higher. Foster parents will match

[the rate] with the previous kids. They think that their previous kid got 1500 dollars, so

now that is their standard rate, and will demand 1500 dollars for the next kid. They don’t

have an understanding of CANS or the child’s strengths or needs. Money is the key part of

these decisions." –P13, Child Welfare Supervisor

Impact on Street-level Decision-Making.

Below we discuss the impact of the CANS algorithm on street-level decisions that caseworkers

make in their work relationships with foster parents.

CANS punishes good foster parents. Even if there were safeguards in place that prevented

the gamification of CANS, the core incentive structure of the algorithm is problematic. Foster

parents offer stability and support so that kids can develop good coping skills. They also help

address mental health needs and help kids stabilize by taking them to therapy and all their

activities. However, CANS scores are recalculated every six months and as the child supposedly

exhibits less overt behaviors, their needs are lowered (per CANS assessment) and so is the

compensation offered to foster parents. One supervisor explained (see quote below) that by

lowering the rate, foster parents were being punished for being actively involved and caring for

foster children. CANS algorithm is set up to incentivize worsening behaviors.

"There are an enormous amount of foster parents that do an exceptional job. And so, it is

hard, how do you reward them? Because in my opinion it needs to be a rewarding system..

like you’re putting in the energy.. you’re doing what you’re supposed to do.. There’s foster

parents getting their kid to all these activities and making sure this kid has a "normal social

life", like normalcy, just part of parenting law. And they are getting half the rate compared

to foster parents who are putting in no energy." – P9, Child Welfare Supervisor

Inconsistent placement decisions due to a lack of foster homes. All participants shared that

the majority of placement decisions (i.e., where to house a foster child) come down to the
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availability of good foster homes. For instance, a child might have severe mental health or

medical needs and the algorithm might recommend placing the child in a residential care center.

However, most of these centers have limited openings, and the child-welfare staff are forced to

manipulate CANS and place the child in a group home or foster care setting that is ill-equipped

to manage their needs. In addition, policy dictates placement decisions regarding relatives willing

to accept guardianship for a child. For instance, a supervisor shared that relatives’ homes must

meet all legal and safety requirements and go through a licensing process to become foster parents

(see quote below). However, if relatives fail to meet these requirements, CANS is used again to

recommend a placement setting where the foster child can at least be temporarily placed until

better placements become available.

Houses need to be legally compliant with all safety codes before a child can be placed there.

These rules make sense on paper but in practice we lose so many good placement options

because relatives can’t afford to move or fix everything in the house to be legally compliant"

– P10, Child Welfare Supervisor

The reappropriation of CANS has become a source of frustration for child-welfare staff due

to inconsistent street-level decisions where they must continually find ways to address policy and

systemic barriers as well as ways to make the algorithm work for their clients.

4.4.4 7ei (Seven Essential Ingredients) Algorithm

This child-welfare agency’s core service delivery model is centered in trauma-informed care (TIC)

where the staff assesses every case from a trauma-informed perspective and develops trauma-

responsive interventions. However, program directors at the agency were concerned that deci-

sions were still being made in an arbitrary manner where only some child-welfare teams were

employing TIC practices. To address these gaps in practice, agency leadership has made signif-

icant investments towards developing a comprehensive four-part evidence-based program. The

program is based on core concepts of the Neurosequential Model of Therapeutics [361]. Recently,

principles of trauma-informed care have also been adopted within computational research where

academics have proposed a framework for trauma-informed computing [98].

The 7ei algorithm (commonly referred to as the 7ei tool) is one of the four parts of this

program. It is designed using TIC principles where the child-welfare team discusses and scores

variables across seven domains. We provide some high-level explanations of the seven domains in

Table 1 but do not have the agency leadership’s permission to share the complete tool. Instead of

predicting a singular outcome of interest, 7ei is used to assess the trajectory of child-welfare cases,

i.e. - change in 7ei domains over time. Supervisors and program directors use 7ei to monitor

trends in the seven domains to ensure progress is being made in cases using a seven-pronged

TIC approach. For instance, if supervisors notice a downward trend for Regulation for a given
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7ei Domain Explanation
Prevalence Exposure to and difficulty adjusting to adverse life experiences, i.e. - what

happened to the child regarding trauma exposure?
Impact Trauma occurs when a person’s ability to cope with an adverse event is

overwhelmed and contributes to difficulties in functioning
Perspective Shift Caregivers’ understanding of child’s trauma exposure and its relationship with

child’s behaviors and/or impairments
Regulation Traumatic triggers that cause serious dysregulation and action steps to address it
Relationships Current progress towards facilitating strong relationships in a child’s life. Strong

relationships help create resilience and mitigate the effects of trauma
Reason to Be Child’s sense of identity and purpose and their sense of connectedness to their

family, community, and culture
Caregiver Capacity Caregivers’ understanding of their importance to this process and whether they

have additional social support

Table 8: 7ei Algorithm: Explanation of Seven Domains.

case, it triggers consultations with a clinical supervisor and consequent action steps that must

be followed. This integrated approach allows the team to also focus on the child’s and parent’s

ecosystem and their social support system such that parents have more caregiver support in the

future. In addition, casenotes from the child-welfare team are also collected and linked to the

7ei quantitative scores which provide program directors with more contextual information about

the scoring of variables at any point in time. This has allowed the agency to collect pertinent

data about their practices in TIC and informs future improvements towards their TIC service

delivery model. Below, we discuss how 7ei has impacted the nature of social work practice, its

impact on the agency, and street-level decision-making.

Impact on Nature of Social Work Practice.

The first and second components of the four-part program involve extensive ongoing TIC train-

ings where the child-welfare staff (e.g., caseworkers, supervisors, family preservation team, per-

manency consultants) is introduced to the complexity of trauma, frameworks for understanding

the effects of trauma, and practices and principles of TIC. This is accompanied by specialized

supervision and consultation with a clinical supervisor, caregiver support specialist, program

administrator, and a national expert (Dr. Bruce Perry) who provide varying degrees of support

to frontline caseworkers based on family circumstances. These two components ensure that the

nature of practice is centered in TIC model and allows for deeper engagement with 7ei. One

supervisor explained -

"Every case is centered in the trauma-responsive model using 7ei. It ensures that casework-

ers are always thinking through TIC" – P14, Child Welfare Supervisor

Even though most participants shared that they appreciated 7ei and the trauma-responsive

model, some participants drew attention to deeper systemic issues in child-welfare and the nature

of social work practice that need redressing for tools like 7ei to offer more utility. One program

director explained -
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"During home visits, caseworkers need to ask the right questions and read situations to be

able to derive meaningful information. But we are not hiring people who have been doing

this for 5-10 years or are highly qualified. The only new hires available are newly graduated

social workers." –P7, Program Director

7ei was not designed to address such issues in child-welfare, however, it is pertinent to note

that any algorithmic tool can only offer limited utility when the workers (and social work prac-

tice) are inherently impacted by deeper systemic and structural issues.

Impact on the Child-Welfare Agency.

The third component introduces a staffing protocol in the form of specialized collaborative meet-

ings (commonly referred to as 7ei meetings) where experienced members of child-welfare staff

(e.g., family preservation, program director, permanency consultants) share their expertise and

provide support to frontline staff members (i.e., caseworkers and supervisors). One supervisor

explained -

"I get the most out of having those conversations. What usually happens is that we end up

talking about other things, but then it [7ei] brings us back around then too. So, we may be

talking about Prevalence and Impact but when we are on Relationships or Regulation, we

can start tying those to Prevalence and how we may be able to help with an intervention

or explain why Regulation is off. So, I like connecting the dots through TIC and having

conversations and processing it [7ei] with my staff." – P8, Child Welfare Supervisor

Implementation of 7ei (i.e., the fourth component) has also helped the agency address some

problems in CWS. Lack of supervisory support is one of the main reasons for high turnover in

child-welfare [89]. 7ei meetings ensure that new caseworkers are receiving adequate supervision

and support from experienced members and they are also consistently using the trauma-informed

framework. Agency also decided to train only one member of the child-welfare team (permanency

consultant or supervisor) on the definitions and scoring criteria for variables where they facilitate

the meetings and utilization of the tool. This ensures that the rest of the team is able to freely

brainstorm as they work through TIC principles.

Impact on Street-level Decision-Making.

7ei algorithm is constructed using TIC principles and is embedded within the agency’s service

delivery model that child-welfare staff must follow. One supervisor shared that the caseworker

position experienced high turnover such that the agency was always understaffed. Here, it

becomes imperative that the agency is creating mechanisms to train new caseworkers where they

are employing evidence-based best practices in street-level decision-making when they work with

families. 7ei algorithm and 7ei meetings have helped created this training process -
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"7ei is embedded in the agency. Everything is based in the trauma-responsive model and

often caseworkers are working through 7ei domains without even realizing it" – P9, Child

Welfare Supervisor

However, participants also shared that even though 7ei is leading to better outcomes for some

cases, it also ends up being impractical for cases where critical decisions come down to systemic

or legal barriers. For instance, a family may have completed trauma-informed interventions

and made changes to their household to provide a safe environment for children, however, the

district attorney’s office might still advocate against reunification because of the family’s past

(e.g., criminal history, domestic violence, drug use). One supervisor explained -

"7ei is useful but so many decisions come down to systemic problems. Like..for example..the

biggest barriers can come from legal parties. They are not in the [parent’s] home every

month. They are not talking to these parents, day in and day out. So, sometimes it can be

challenging to try and fight for reunification." – P12, Child Welfare Supervisor

Here, the supervisor alludes to ongoing systemic tensions between child-welfare staff and

the court system that are well-documented in social work literature [158, 154, 90]. 7ei was not

designed to address these systemic issues, however, it still adds to the frustrations of caseworkers

who continually employ a trauma-informed perspective using 7ei but are unable to receive a

favorable decision in court for their clients.

4.5 Discussion

In this section, we discuss how algorithmic tools at the agency are inadvertently causing harm

to the nature of the practice (i.e., human discretion), harm to the organization (i.e., bureau-

cratic processes), as well as uncertainties in street-level decision-making. Next, we discuss the

implications for the design of responsible data science practices in the public sector.

4.5.1 Algorithms Harms to Social Work Practice

The child-welfare system has traditionally suffered from inconsistent decision-making with re-

spect to child safety and family maintenance [86]. The problem of inconsistent decision-making

is further aggravated by the fact that CWS experiences chronic turnover with the majority of

caseworkers quitting within the first two years [418, 41]. However, research in evidence-based

social work suggests that it takes caseworkers about two years to learn how to do the job and

adeptly navigate and interact with the legal parties, service providers, children and families, and

the nature of child-welfare practice [157]. Consequently, inexperienced caseworkers who use risk

assessment algorithms such as CANS are led to believe that they are acting in an unbiased and

objective manner. But as our results in this study and prior work [405] indicate, bias can be
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embedded within these assessments and the underlying data collected as a result of the practices

of similarly inexperienced caseworkers. For instance, two of the most significant predictors of

risk of maltreatment per the WARM risk assessment are parents’ cooperation with the agency

and stress of caretaker [405]. These variables are singly scored by caseworkers and encapsulate

their impressions of the family with no input from the parents themselves. In addition, such

variables capture a parent’s response to the agency’s intervention in their lives rather than the

effectiveness or means of the intervention itself (i.e., how the caseworker approached and engaged

with the family). Child-welfare is supposed to transition towards a "families as partners" model,

however, algorithmic tools are creating a layer of obfuscation where such power asymmetries can

become embedded within these tools. Ironically, risk assessments have worsened the turnover

problem in CWS. Caseworkers leave due to their frustrations with practices and working condi-

tions that have been exacerbated by the adversarial nature of risk assessments [83]. In addition,

what remains missing from the conversations about algorithms in child-welfare, and the public

sector in general, is the significant amount of data labor that is required of caseworkers as well

as the repair work [110, 260] necessary to bring these systems to work for families and not just

the governmental apparatus.

In addition, caseworkers at the agency were frustrated that the CANS algorithm required

them to provide data labor where they must collect information about children and feed it to

the system, however, the system also stripped them of discretionary power in regard to these

decisions. As highlighted by recent work [233], predictive systems in high-stakes domains are

extractive by design where they lead to a systemic extraction of discretionary power such that

probabilistic outcomes are being used to supplant workers’ contextual knowledge. Moreover, this

interaction between caseworkers and algorithmic tools is further problematic because human-in-

the-loop is the often proposed solution to erroneous decisions made by algorithms [137]. However,

in this scenario, humans may be just as likely to make mistakes. Power asymmetries and incentive

structures also directly impact how data is collected about children and how these assessments

are scored. For instance, the CANS algorithm is conducted by both clinical therapists and

caseworkers. However, a prior study [303] conducted on CANS found that clinical therapists

were more likely to detect mental health needs because they are medically trained to detect

these needs but also because they provide services when needs are detected, and consequently,

they are paid for providing these services. That is, there was a clear financial incentive to

exaggerate CANS scores. On the contrary, caseworkers very significantly less likely to detect

mental health needs because ‘detecting needs’ inadvertently created more work for them. Once

needs are detected, caseworkers must reach out to service providers and secure appointments for

their clients.

104



4.5.2 Algorithmic Harms to the Child-Welfare Agency

Child-welfare agencies in several states in the United States have continued to rely on coun-

sel from the federal government in the form of initiatives, regulations, and evidence-based ap-

proaches to improve their practice model. As previously noted, recent federal initiatives have laid

the groundwork for more algorithmic interventions in CWS. However, federal directives have con-

tinually focused on the need for CWS agencies to adopt data-driven practices without providing

adequate guidelines that focus on the why and how CWS agencies could employ evidence-based

data-driven practices within their day-to-day processes in addition to training caseworkers on

these practices. Consequently, CWS agencies in several states have rushed to adopt “something”

in order to prove that they are employing scientific and evidence-based practices without ensur-

ing that child welfare stakeholders have a strong understanding of how the model works, how

to assure fidelity, and how to assess the model for issues of ethics and equity. The Allegheny

Family Screening Tool (AFST) is a case in point of this scenario. A recent study conducted

by Kawakami et al. [256] found that call screeners were offered minimal information about the

working of AFST, considered it to be unreliable due to unexpected model behaviors, and even

engaged in a collaborative "game" to learn more about the tool. Moreover, Cheng and Stapleton

et al. [99] found that AFST-only decisions were racially biased and workers mitigated these bi-

ases by overriding erroneous decisions. Yet, these (sometimes hastily adopted) data-driven risk

assessment models have become a central activity in many child welfare organizations [83]. As

agencies across the United States begin to adopt the new CCWIS data model [225], it has also

paved the way for tech startups [239, 371, 447, 238] to start pitching CCWIS-based algorithmic

tools to agencies to help them meet their accountability requirements.

At this agency, there are serious data provenance concerns about data collected about children

through the CANS algorithm since the data is so heavily manipulated by both caseworkers and

foster parents. CANS was reappropriated to calculate foster parent compensations because

policymakers believed that it would offer a fair and unbiased means for allocating resources.

In addition, it would reduce costs over time since the improvement in care would lower the

mental health needs and also the resources required to provide care. However, data specialists

at the agency shared with us several cases where the compensation continually increased over

time because the algorithm was being gamed. Another unintended consequence of exaggerating

CANS scores is that foster children are now being sent to services (e.g., individual therapy) that

they don’t necessarily need. This is an added financial burden on an underfunded system that

must pay for these unnecessary services. Here, CANS has added more barriers to consistent and

evidence-based decision-making and introduced more constraints within the process. Moreover,

caseworkers are mandated to provide the data labor that runs AI systems, however, they have no
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agency over these data production or future data utilization processes. This non-profit agency is

contracted by the state’s Department of Children and Families to provide child-welfare services

and the agency must use DCF’s centralized data system (i.e., eSACWIS) to record all case data.

However, they are unable to download this data from their cases for the purpose of critiquing

and improving their own practices. Skeptics of AI have invoked ethical frames where engineers

and designers of algorithms must refuse to design systems that may raise social and ethical

concerns [44]. However, such concerns might not arise at the onset, and as Selbst et al. note -

"repurposing algorithmic solutions designed for one social context may do harm when applied

to a different context" [415]. The CANS algorithm is a case in point of this scenario which

was developed by academics with all the best intentions and as a medium to facilitate sharing

of information about children’s needs. Refusal to design may also not be an option for most

agencies who must continually prove that they are employing innovative data-driven practices

and may also be under political pressure to adopt algorithmic tools that seek to automate public

service delivery.

4.5.3 Algorithmic Harms to Street-Level Decision-Making

“All government policy and regulation is contradictory. That’s why we exist, to fill in these

gaps and make sense of policy in implementing it. This CANS is basically policy, right? So

we interpret it and bend it however necessary to make it work for the people. I don’t think

we are gaming the algorithm. Because that would mean we are gaming all policy.”

– P7, Program Director

With inadequate federal guidelines on how to adopt, implement, and use algorithmic tools,

there is significant misunderstanding regarding the roles of these tools in implementing rules or

standards. Rules can be thought of as triggering criteria, i.e. - authoritative conditions that

can be algorithmically coded for. On the other hand, traditionally street-level bureaucrats have

exercised a significant amount of autonomy and flexibility in applying professional standards.

CANS algorithm offers a case in point where it is expected to be implemented as a rule, however,

caseworkers engage with it as if it were a standard. In addition, the program director in the

above quote alludes to the repair work [110, 260] that caseworkers undertake in order to make

the algorithm work for their clients. Caseworkers are expected to use algorithmic tools that

shift discretion away from them, however, they are also expected to assume responsibility when

automated decisions lead to poor outcomes for families. Recently, public sector algorithms have

received criticism when they lead to poor outcomes and exacerbate racial disparities [473, 459,

163]. However, finding the sources of harm can be difficult when we witness distributed use of

smaller algorithmic tools as opposed to a larger and more visible algorithmic system. Distributed
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Figure 9: Human-Centered Design of Algorithms using the ADMAPS Framework

nature of several of these tools also shifts accountability from one group to another within the

agency, and therefore, can be hard to assess. For instance, as highlighted in prior work [396],

the Anti Sex-Trafficking algorithm refers cases to the Human Anti-Trafficking Response Team

(HART) based on a set of risk predictors. However, HART is now receiving an influx of cases with

no added resources provided to them. Consequently, cases that really need their expertise are

receiving inadequate attention; indirect harm that is hard to measure. As illustrated in this case

study, actuarial tools such as CANS are transformed into algorithmic decision supports which

are now further being legally mandated to ensure caseworkers’ compliance. AFST algorithm

implemented at a child-welfare agency in Allegheny County, Pennsylvania is another example

of this scenario where it was initially implemented in a voluntary capacity, however, its use

was mandated when it did not receive enough engagement from caseworkers. AFST is still

characterized as an algorithmic decision-support but offers an interesting example of how such

tools are increasingly limiting human discretionary work instead of findings ways to improve it.

4.6 Implications for Responsible Data Science in the Public Sector

Crucial to the discussion of responsible data science practices in the public sector are the follow-

ing points. First, it is imperative to recognize that decision-making is a complex process where

information needs to be shared among several parties (e.g., child-welfare staff, district attorney’s

office, parents’ attorneys, service providers, and judges) and decisions are collaboratively made.

As illustrated by Figure 2, algorithmic tools must be designed for collaborative use for

them to be able to offer higher utility to practitioners and improve decision-making processes.

In addition, practitioners must be able to explain decisions made to other involved parties.
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Therefore, it is necessary to design algorithms that facilitate explanations. Designing for

collaborative use and explanations will aid deeper integration between human discretion and

algorithmic decision-making, and consequently, lead to improved Human-AI collaboration over

time. In addition, algorithm design must occur within organizational constraints, i.e.-

it is imperative to account for the resource and legislative constraints within which all decisions

(human or algorithmic) must be made. In the absence of these design requirements, algorithms

frustrate practitioners who are unable to follow the ‘ideal algorithmic decision’. For instance,

CANS might recommend that a foster child be placed in a Level 4 foster home, however, with

a lack of good foster homes in the system, the caseworker must manipulate data to produce an

outcome that points to an available placement [395]. Consequently, algorithmic tools that ac-

count for such constraints are more likely to be integrated as an organizational process as well as

enhance the tool’s trustworthiness among practitioners who must interact with it collaboratively.

Second, as highlighted by the adoption and use of the 7ei algorithm, agency leaders had

to invest in a significant amount of resources in terms of trainings, specialized consultations,

hiring experts and creating the time and space (in terms of collaborative 7ei meetings) to ensure

proper utilization of the algorithmic tool. That is, there is a significant amount of human labor

that went into the integration of 7ei into daily work routines. It is imperative to note that these

investments must be made in order to rebuild and improve decision-making processes that utilize

algorithmic systems.

Third, as highlighted by the development of 7ei, the tool was designed with the intent to

decompose the algorithm and turn it into an open-ended and transparent process such that it

tracked outcomes over time instead of predicting an outcome of interest. As highlighted by

prior work, there is an irreducible degree of uncertainty associated with each predicted outcome

[137, 354] and this problem is further exacerbated in the public sector where all the relevant

information is not always available and there may also be contradicting sources of information

[75, 404]. In such scenarios, predicted decisions led to frustrations on part of caseworkers and

poor decisions for families. In sum, there is a need to prescribe away from the black-box model

of input-computation-output and build tools that support the decision-making processes of

practitioners. Designing to support decision-making processes will also lead to fair, transparent,

and accountable decisions for clients as well as responsible AI practices from the data science

community.

Furthermore, as highlighted by prior work [462], there is no need to over-engineer solutions

using complex neural networks when simple models have been shown to be just as accurate in

high-stakes domains [462, 253, 388]. Vaughan and Wallach [462] argue that we must begin by

considering the needs of relevant stakeholders and then design for intelligibility techniques that
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support these needs. Specifically for child-welfare stakeholders in this case study, intelligibility

encompasses three things - 1) provide relevant information to the child-welfare team, 2) provide

explanations for recommended trauma-responsive services, and 3) demonstrate compliance with

evidence-based practice. In addition, caseworkers’ frustrations with CANS and the repair work

they conducted highlighted key aspects of decision-making that the algorithm failed to capture.

This further highlights the need to conduct extensive ethnographic work as well as the need to

co-design with stakeholders such that their needs and concerns are addressed.

4.7 Limitations

We conducted an extensive ethnographic study that highlights the messy interactions between

social work practice, policies, and algorithmic decision-making at a child-welfare agency. How-

ever, this study has some limitations that create opportunities for researchers to further expand

upon this body of work. First, this study only focuses on the perspectives of on-the-ground

caseworkers and how their interactions with algorithmic systems. It is important to understand

the perspective of affected communities (i.e., foster children, parents, and foster parents) about

whom decisions are being made through algorithms. For instance, a recent study conducted

by Stapleton et al. [432] found that parents considered CWS algorithms to be punitive and

unsupportive. Parents instead wanted systems that would help them fight against CPS as well

as evaluate CPS and the caseworkers themselves. Future research should continue to focus on

uncovering street-level complexities within this complicated sociotechnical environment. For

instance, recent work [404, 405] used computational methods to uncover patterns of invisible

labor, systemic constraints, and power asymmetries that impact both families and workers. Fi-

nally, this ethnographic study only uncovers complexities at one child-welfare agency, however,

child-welfare practice and policies can significantly vary from one state to another. Therefore,

we recommend that researchers conduct similar qualitative explorations in other jurisdictions.

4.8 Conclusion

We conducted an in-depth ethnographic study to understand the daily algorithmic practices of

caseworkers at a child-welfare agency. We qualitatively coded our data from the ethnography

to the dimensions of the ADMAPS framework to reveal the complex interdependencies between

human discretion, algorithmic decision-making, and bureaucratic processes. We focused on the

macro-interactions between the three core elements of ADMAPS to highlight how algorithms in

use at the agency were impacting the nature of social work practice, bureaucratic processes at the

agency, as well as the nature of street-level decision-making. Our findings highlight that there is

a need to focus on the proper implementation and integration of algorithmic tools into decision-

making processes and not just the initial development and deployment of the algorithmic model.
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That is, there is a need to rethink the amount of investment required to ensure the proper

adoption of algorithms in complex sociotechnical environments. In addition, we show how a

simple algorithmic tool that tracks variables over time instead of predicting an outcome offered

higher utility to caseworkers. Moreover, algorithms need to be designed to support explanations

and collaborative use such that they augment human discretionary work. In addition, algorithmic

tools need to be fully supported by bureaucratic processes by allocating necessary resources and

accounting for organizational constraints to ensure that they are integrated as an organizational

process. As a result of this study, we also propose responsible data science practices for algorithm

design in the public sector.
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CHAPTER 5: HOW TO TRAIN A (BAD) ALGORITHMIC CASEWORKER:
A QUANTITATIVE DECONSTRUCTION OF RISK ASSESSMENTS IN THE
CHILD WELFARE SYSTEM

ABSTRACT: Child welfare (CW) agencies use risk assessment tools as a means

to achieve evidence-based, consistent, and unbiased decision-making. These risk as-

sessments act as data collection mechanisms and have been further developed into

algorithmic systems in recent years. Moreover, several of these algorithms have re-

inforced biased theoretical constructs and predictors because of the easy availability

of structured assessment data. In this study, we critically examine the Washington

Assessment of Risk Model (WARM), a prominent risk assessment tool that has been

adopted by over 30 states in the United States and has been repurposed into more

complex algorithmic systems. We compared WARM against the narrative coding of

casenotes written by caseworkers who used WARM. We found significant discrepan-

cies between the casenotes and WARM data where WARM scores did not mirror

caseworkers’ notes about family risk. We provide the SIGCHI community with some

initial findings from the quantitative de-construction of this risk assessment algorithm.

5.1 Introduction

Child welfare (CW) agencies began using risk assessment tools in the 1980s to reduce bias and

standardize decision-making in cases of possible child abuse and neglect [205, 148]. Today, risk

assessment tools that were designed to be used in conjunction with caseworkers’ clinical decision-

making are often fed into more complex algorithms to support decision-making. Algorithmic

risk scores are often viewed as more neutral than a worker’s clinical impression of risk, which

may be biased. However, worker bias may be embedded in algorithms themselves, offering a

veneer of standardization that disguises the degree to which algorithmic risk scores still represent

potentially faulty risk assessment. In some cases, a worker’s opinion of risk may account for

most of the variance in whether children are removed from their homes, even when it comes

to quantitative tools [161, 284]. For a variety of systemic reasons, child-welfare caseworkers

nationally have an average of fewer than two years of work experience in their positions [157].

Caseworkers vary widely on their impressions of family risk, which is known to be influenced by

demographic factors such as race and gender of the worker and the families [144]. This raises

additional concerns about the possibility that the data being embedded in algorithmic models

further amplifies bias in risk assessment.
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When an allegation of abuse is made at the screening hotline, a frontline worker assesses

the case based on prior referrals and family history and makes a determination to screen in (or

out) the case for an investigation [72]. Caseworkers conducting these investigations (e.g., home

visits, interviewing referent, parents, relatives, neighbors) typically record information in two

forms: 1) quantitative risk assessments and 2) unstructured narrative casenotes that

are electronically stored in the case record. These risk assessments were designed to provide a

consistent assessment of risk based on specific risk factors that are believed to predict future

abuse/neglect. One such tool, the Washington Assessment of Risk Model (WARM), is scored at

the investigation alongside an outcome of maltreatment (i.e., founded, unfounded, inconclusive).

Concurrently, caseworkers also write detailed casenotes that contain more contextual information

about the family such as a text summary of abuse/neglect, a discussion of major risk factors, and

explanations of risk factor ratings on the risk assessment. However, over the past decade, arti-

ficial intelligence (AI) research has grown exponentially with significant attention being paid to

developing algorithms using quantitative data collected from risk assessments while overlooking

casenotes as a data source that contain more contextual signals about case circumstances.

With significant growth in AI research, SIGCHI researchers have become very engaged in

understanding how fair [415, 15, 155], accountable [480, 223], transparent [271, 261], and explain-

able [102, 278] algorithms may be developed using a variety of design methods. More specifically,

researchers have been very interested in how algorithmic decision-making is carried out in the

public sector [109, 232, 385, 398, 397]. In this study, we critically examine the WARM risk

assessment and predictors from WARM which have been adopted into newer algorithmic mod-

els. Specifically, we investigate the congruence between WARM and qualitative casenotes. We

also examine the degree to which subjective variables in WARM (e.g., parents’ cooperation with

the agency) impact caseworkers’ decision-making. Therefore, in this study, we ask the following

over-arching research questions:

• RQ1: Where do qualitative caseworker narratives align with (or diverge from) quantitative

structured decision-making WARM assessments in regard to risk factors?

• RQ2: How do caseworkers’ biases and perceptions of families become embedded into quan-

titative structured decision-making assessments?

In addressing these research questions, our specific contributions are as follows:

• We explore a quantitative deconstruction of WARM predictors and theoretical constructs

using public child-welfare data. Our findings show how caseworkers’ biases become embed-

ded in structured risk assessments as well as the core discrepancies between the purpose

of risk assessments and how they are currently being used.
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Physical Abuse

Severity 1 = No marks indicated
Severity 2 = Minor marks

Severity 3 = Numerous or non-minor marks
Severity 4 = Emergency room or medical treatment
Severity 5 = Hospitalization for more than 24 hours

Severity 6 = Permanent disability or death

Table 9: Physical abuse to the head, neck, or facial region. Severity is coded on a scale of 1
(low) through 6 (high).

• Specifically, we find that WARM measures a parent’s response to a caseworker intervention

as opposed to the efficacy of the interventions themselves. In addition, we find signifi-

cant divergences between WARM risk ratings and the risks indicated in the caseworker

narratives. This suggests a disconnect between quantitative and qualitative accounts of,

ostensibly, the same underlying phenomenon.

These initial findings are part of a larger work-in-progress research project on the quantitative

deconstruction of algorithms employed within the U.S. Child-Welfare System (CWS).

5.2 Methods

The Dataset. The secondary data used in this study comes from a dataset, Factors that

Influence the Decision Not to Substantiate a CPS Referral, housed at the National Data Archive

on Child Abuse and Neglect (NDACAN). The federally-funded project sought to assess child-

welfare system decision-making in the state of Washington [160], specifically, 1) to identify the

factors that influence the decision not to substantiate (i.e., find neglect/abuse) a CWS referral;

and 2) to identify the characteristics of CWS referrals that are more likely to be unsubstantiated

compared to those that are substantiated. For that project, researchers independently examined

2000 cases, exploring two sources of data: 1) qualitative casenotes from narrative portions of

case records, which were coded and quantified based on narrative risk factors, and 2) WARM

quantitative data for the same cases. Table 1 depicts one of the coding schemes used specif-

ically for coding physical abuse (as depicted in casenotes) into numeric data. Please refer to

English et al. [160] for more details about the initial study’s coding criteria. They conducted

multivariate analysis on WARM data to determine predictors related to unsubstantiation of

maltreatment in each dataset in order to ascertain protective factors.

Analysis. For the purpose of our study we re-examine this dataset. However, instead of treat-

ing narrative data and quantitative data as two independent sources of information, we compare

across the two to assess how much of the pertinent information is captured by each. As previously

noted, risk assessments were designed to be used in conjunction with caseworkers’ contextual

and clinical judgments [419, 413]. However, over the past decade, the decision-making latitude
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has transitioned towards algorithmic decision-making [397]. Therefore, motivated by concerns

about how public services decision-making has shifted significantly towards the use of quanti-

tative data from risk assessments to recommend/predict an outcome of interest, we compared

these information sources to better understand how structured assessments and algorithms might

influence risk analysis.

Therefore, to answer RQ1, we compared the narrative codes against WARM risk factors to

assess how much of the pertinent information needed for decision-making is accounted for by

each of these two sources. First, to assess congruence between quantitative (WARM) risk factors

and qualitative (case noted) risks, we compared risk categories extracted from each based on

the primary researcher’s analysis of risk rating to assess if they were measuring similar items.

The shared categories between the two were then used to calculate the degree to which the

cases demonstrated incongruities between risk factors identified in casenotes versus the WARM

assessment. Overall risk on WARM is depicted on a scale of 0-5 (0=no risk, 1=low risk, 2=mod-

erately low risk, 3=moderate risk, 4=moderately high risk, 5=high risk). Cases that received a

0-2 risk rating receive a low standard investigation6, referred to community-based services, and

quickly closed. Whereas, cases with risk ratings of 3-5 were assigned a high standard investi-

gation 7. This distinction between CW cases, as established by child-welfare in Washington,

allowed us to compare across casenotes and WARM data. A case was considered incongruent

if the narrative notes explicitly mentioned risk (rated 3-5) but a "No Risk" rating on WARM

was entered, and conversely, if the narrative notes explicitly mentioned no risk (rated 0-2) but

WARM categorized the risk as "Moderate", "Moderately High", or "High" risk. Additionally,

we examined the correlations between WARM risk factors to see if there were any surprising or

unusual relationships.

For RQ2, we critically examined the data being recorded by WARM itself and how biases

may be embedded within this quantitative assessment. Data was randomly organized into an

80/20 training/testing split to perform backward and forward feature selection to mirror the

ways this type of data might be used in predictive decision-making. This informed variable

selection for building a multinomial logistic regression model (using 10-fold cross validation) to

classify overall risk to the child. Variables’ significance to the model was quantified and used to

further understand whether caseworkers’ perceptions of families potentially impacted how risk

was measured.

6Low standard investigations are defined as a review of prior CPS involvement and collateral contacts
to determine if a further investigation should occur. They do not require face-to-face contact with the child or
caregiver.

7High standard investigations includes a review of prior CPS involvement, collateral contacts, face-to-face
interview with child and caretaker, and additional assessments required to determine whether or not abuse/neglect
occurred
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Figure 10: Narrative coding variables were compared to WARM categories; while there are some
common risk factors, both contain risk factors that the other does not address.

5.3 Results

5.3.1 Discrepancies between Narrative Coding and WARM Risk Factors (RQ1)

As depicted in Figure 1, several differences exist between the risk factors mentioned in narrative

coding versus the WARM assessment. This could be for several reasons - 1) caseworkers felt

constrained by WARM risk factors because they do not appropriately capture safety concerns,

2) different risk/safety priorities emerged during the investigations but were not captured by

WARM, 3) depending on when casenotes were completed, the caseworkers’ memory might be

erroneous or focused on different factors, or overall risk may have shifted over the course of the

assessment. However, as depicted in Table 2, caseworkers’ casenotes and WARM were aligned

in capturing several risk factors, however, there are significant discrepancies in how these factors

are scored.

The risk factors common to both the narrative coding and WARM assessment were used to

Shared Variable False Positive False Negative

Child has Bad or Difficult Behavior 7.69% 13.18%
Caregiver Doesn’t Recognize Problem 11.25% 13.07%
Economic Stress or Hardship - 27.22%
Medical Evidence of Medical Neglect - 3.70%
Medical Evidence of Physical Injury - 9.52%
Medical Evidence of Sexual Abuse - 25%
Negative Emotional Condition of Child 8.41% 17.78%
No Basic Resources 3.66% 22.64%
Positive Social Support 5.23% -
Unable to Self Protect 45.35% 2.30%
Unsafe Home Environment 2.73% 31.50%

Table 10: WARM to Narrative Coding Comparison. Variables found in both the WARM assess-
ment and casenotes are used to examine how well WARM works in providing a framework for
explaining the case.
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investigate discrepancies in the computed risk. As previously noted, a risk rating of 0-2 results

in a low standard investigation, and a risk rating of 3-5 results in a high standard investigation.

Therefore, if the casenotes contained a risk rating of 0-2 and the WARM assessment for the

same case contained a risk rating of 3-5 (or vice versa), a core discrepancy exists. Based on

this, incongruities (i.e., false negatives and false positives) were calculated. False negatives were

measured by dividing the number of cases for which casenotes explicitly described risk (rated

3-5) but were marked "No Risk" in the WARM assessment by the total number of cases for which

risk was present in casenotes. On the other hand, false positives were calculated by adding all

cases marked "Moderate", "Moderately High", and "High" risk in WARM (rated 3-5) where

the casenotes explicitly mentioned no risk, and dividing that by the total number of cases for

which the narrative coding determined there was no risk present. It is important to note that

these percentages are not accuracy measures of WARM itself. The caseworker is the one to both

determine the risk to the child according to WARM and also the one to write the casenotes.

Instead, these percentages measure where WARM does not align with the content of casenotes.

For example, a caseworker may determine that sexual abuse of a child did occur and indicated

this on WARM resulting in a classification of high risk. However, they may also determine that

due to the primary caregiver’s protective actions, no ongoing risk (i.e., impending danger) exists

within the family, resulting in a classification of no risk in the casenotes.

This further emphasizes the argument that critical information needed for decision-making

exists in both the casenotes and quantitative WARM data. Casenotes offer more contextual

details that highlight the complexities and uncertainties within a case and are necessary for

explaining why the WARM assessment contains certain risk ratings as well as the protective

factors within a family that may be mediating risk factors. In our recent work, we conducted

computational inspection of child-welfare casenotes and highlighted how contextual factors such

as patterns of invisible labor, the impact of systemic factors and constraints, as well as underlying

power relationships, can be computationally derived from caseworkers’ narratives [403].

5.3.2 Caseworkers’ Impressions are Embedded in Risk Assessments (RQ2)

Table 3 depicts the most significant variables from WARM that predict the likelihood of mal-

treatment. These variables were selected via backward step-wise feature selection; the regression

model created by forward step-wise feature selection had comparable results. Both models found

Cooperation with agency and Stress of caretaker to be significant predictors of the overall risk

of recurrence of neglect/abuse. Cooperation with the agency additionally has the highest pa-

rameter estimate and odds ratio. The above model had a correct negative classification of risk

of 86.60% and a correct positive classification of risk of 80.00%. As the rating of risk for nur-

turance, stress of caretaker, age of child, and cooperation with agency increases, the probability
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Figure 11: Correlations between subjective and related categories regarding caretaker’s quality
of care per the WARM assessment.

that the case is categorized as one with further overall risk to the child also increases. Notably,

most of these significant variables are scored by caseworkers and are subjective based on the

caseworkers’ impression of the family.

As depicted in Figure 2, correlations among WARM risk factors were explored in order to

assess relationships. Among those that were more expected, such as the high correlation between

economic resources, employment status of the caretaker, and the caretaker’s stress, there were

some very high positive correlations of 0.5 and above between cooperation with the agency and

other fairly subjective variables related to the quality of care provided by a caretaker. The

caretaker’s recognition of problem and cooperation with the agency were, among others, highly

correlated with parenting skills, nurturance, and protection of a child.

This indicates a potential vector for bias as these predictors are singly scored by caseworkers

and are influenced by caseworkers’ own impressions of the family. As illustrated by prior studies,

a caseworker’s opinion of risk may account for most of the variance in whether children are re-

moved from their homes, even when it comes to quantitative tools [161, 284, 380]. For example, a

caseworker who is struggling to engage with a family may feel that the caretakers are not taking

appropriate steps to protect their child by accepting the worker’s assistance, or that the care-

takers do not have the skills or disposition required to nurture their child due to their rejection

of interventions. It is imperative to note here that predictors such as Parent’s Cooperation with

Agency measure the parent’s response to the intervention rather than the effectiveness of the

intervention itself with respect to child safety. In addition, there is a core discrepancy between

how the risk assessment is designed to be used versus how the caseworkers are using it. The tool

is designed to assess the likelihood of re-referral or recurrence of abuse (i.e., long-term trajectory

of risk) [397], however, caseworkers are strictly focused on the substantiation of abuse/neglect

at present (i.e., immediate risk posed).
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Variable Parameter
Estimate

Standard
Error

Confidence (95%) Odds
Ratio

Cooperation with agency1 0.41961 *** 0.085 0.2543 to 0.588 1.5214
Stress of caretaker1 0.34440 *** 0.0841 0.1802 to 0.5103 1.4111
Age of child 0.33551 *** 0.0849 0.1728 to 0.5061 1.3986
Nurturance1 0.39401 ** 0.1238 0.1525 to 0.6395 1.4829
Deviant arousal1 -0.57698 ** 0.2135 -1.0044 to -0.1671 0.5616
Frequency of abuse/neglect 0.21284 * 0.0845 0.047 to 0.3786 1.2372
Perpetrator access2 0.16153 * 0.0665 0.0301 to 0.2913 1.1753
Attachment and bonding2 0.34011 * 0.1401 0.0681 to 0.6179 1.4051
Child’s role in family2 -0.49729 * 0.207 -0.9093 to -0.097 0.6082
History of abuse or neglect as a child2 0.27959 * 0.1268 0.0307 to 0.5289 1.3226
Deviant arousal2 0.31524 * 0.1452 0.0262 to 0.5968 1.3706
Adequacy of medical/dental care 0.23922 * 0.1172 0.0128 to 0.4741 1.2703

Table 11: Significant Variables from Backward Feature Selection. Caretaker1 is the primary
caregiver (generally biological parent) and Caretaker2 is the secondary caregiver in the household.

5.4 Discussion

Algorithms in child-welfare pose a unique set of challenges since interactions between different

stakeholders (for e.g., parents and caseworkers) as well as interactions between systemic factors

(for e.g., bureaucratic processes and policy-related factors) significantly impact which data is

collected about families as well as how decisions are made. In this section, we first discuss the

implications of inconsistencies between casenotes and WARM assessment followed by implica-

tions for child-welfare practice.

5.4.1 Inconsistencies between Casenotes and WARM Assessment

Our results indicate that there are significant inconsistencies between the caseworkers’ casenotes

and the WARM assessment scores. Risk assessments were designed to support decision-making

and consistently record findings based on a risk framework. That is, they were supposed to

be used in conjunction with caseworkers’ contextual judgment about cases [413, 419]. How-

ever, structured data collected by these assessments over the past two decades is now used in

algorithms that make high-stakes decisions about children and families [397, 137]. The lack of

internal consistency between caseworker narratives and the WARM assessment discovered in this

study is further evidence that algorithmic decision-making likely embeds incomplete assessment

data. This further implies that there will be a high degree of uncertainty associated with any

predicted outcome and human discretion is needed to fill in these gaps [354, 398]. In sum, there

are inadequacies in both forms of assessments (caseworker’s judgment and algorithmic) such that

neither offers a holistic assessment of a family’s circumstances. Here, the purpose of this study is

to highlight these discrepancies to draw attention towards the decision-making process (and

how to improve it) instead of the decision outcome. This requires recognition of the com-

plexities within this socio-political domain, critical decision points, as well as the value-laden
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choices and heuristic decision-making that CWS staff must engage in. Ongoing engagement with

domain experts (e.g., child-welfare program directors, social work academics, caseworkers, and

impacted families) as partners is necessary, rather than a peripheral engagement where comput-

ing professionals singly focus on data-driven practices and exercise more agency. Recent work

in SIGCHI has highlighted how engagement with public sector stakeholders can uncover the

complex decision-making ecosystems [398, 20], needs of the stakeholders [101, 232], as well as

utilize unstructured textual narratives to help contextualize decision-making processes [403]. In

addition, the design of research questions, as well as how these questions are situated within the

cultural and historical contexts of child-welfare, are of critical importance [377]. Any systems

work that is conducted without equal partnerships with child-welfare domain experts will un-

critically reproduce and embed similar points of failures (as illustrated by this study) into new

sociotechnical systems.

5.4.2 Proxy Variables and Underlying Power Dynamics

Algorithms are meant to support standardized and evidence-based assessment of risk, thereby

reducing bias. However, our results suggest cooperation with agency is a significant predictor of

the risk of maltreatment per the WARM risk assessment. Prior work has established the impor-

tance of actively engaging families in interventions and its consequent impact on the recurrence of

abuse [204, 451, 427]. When a tool like WARM quantifies a parent’s cooperation with the agency,

using it as a proxy for engagement and child safety, worker bias becomes deeply embedded in the

algorithm without an adequate critique of the practices that improve (or deteriorate) a family’s

engagement. That is, risk assessment models often use a family’s response to interventions rather

than the effectiveness of the interventions themselves to assess the likelihood of recurrence of

abuse. Bureaucratic processes, such as training, protocols, and organizational resources play a

significant role in family engagement. For instance, the caseworkers’ micro-skills, such as collab-

orative problem solving, focus on strengths, respect for diversity, listening, and reliability have

all been presented as worker skills associated with improved engagement [376, 204, 427, 451].

Efforts have been made within child-welfare from both a policy and practice standpoint to tran-

sition towards a "Families as Partners" [375] model where parents are supposed to act as equal

partners in the case planning process and have agency in decision-making. However, as our re-

sults indicate, cooperation with agency and stress of caretaker are embedded in risk assessment

algorithms and scored by caseworkers with no input from parents. That is, a lack of proper

examination of variables and underlying biases further shifts power away from parents. In sum,

human discretionary work on the part of caseworkers and bureaucratic processes significantly

impacts the context within which (and how) data is collected about families and needs to be

critiqued as a critical part of algorithm design. Evidence-based practices in child-welfare ser-
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vice delivery, such as motivational interviewing, describe parent motivation as something that

emerges as an outcome of skilled communication led by the caseworker, but motivation is often

misplaced as a quality of a parent in risk assessment without an examination of the influence of

the caseworker’s actions in supporting meaningful engagement [218].

5.4.3 Risk Assessment Algorithms: Old Wine in New Bottles

Psychometric risk assessments have been used in CWS since the early 1980s, however, there

are several imminent concerns regarding the reliability and predictive validity of variables and

outcomes that have now been embedded into and inherited by risk assessment algorithms [188,

395]. Our results unpack some concerns about one such variable: cooperation with the agency.

Magura et al. [310] developed the Family Risk Scales where the Parent’s Cooperation with

Agency scale originated. Although several predictors from the scale (e.g., parental recognition

of problems, the capacity of parents to change, parental motivation, etc.) have been repurposed

into risk assessment models, their association with the recurrence of abuse remains unknown

[443]. Empirical knowledge related to child-welfare practice is fragmented, and social science

theories are needed to fill in these gaps [188]. Computer scientists have continued to focus on

the reliability of predictors while averting a closer inspection of predictive validity. A high inter-

rater reliability does not necessarily mean that a causal relationship exists between a predictor

and an outcome (i.e. - internal validity) [153]. As depicted in Table 3, we find that there is

a disproportionate effect of specific variables on overall risk. Given that we know how some of

those variables (e.g., Stress of Caretaker, Cooperation with Agency, etc.) are biased, contextual,

and socially constructed, it is no surprise that these power dynamics become embedded in

the decision-making outcomes of ascertaining risk. Moreover, a deeper understanding of the

impact of interventions (e.g., parenting services), protective factors (e.g., parents’ social support

system), and the risk posed by the system itself is necessary for developing a more comprehensive

understanding of risk [169, 188].

5.5 Conclusion

Unpacking a risk assessment algorithm is a good initial step towards understanding the human

discretionary work and bureaucratic processes that influence the decision-making process and

need to be further examined. Even though, such quantitative deconstruction makes visible

some of the latent processes that impact the final decision outcome, it still only accounts for

a small proportion of caseworkers’ day-to-day practices. For instance, in a recent ethnographic

study, Saxena et al. [398] found four different risk assessment algorithms that caseworkers were

using on a daily basis. Moreover, distrust in an algorithm impacted how they interacted with

systems. That is, quantitative deconstruction unveils how caseworker biases and underlying
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power dynamics can be concealed within structured assessments but a deeper ethnographic

analysis of the impact of such tools on caseworkers is equally important. Based on the immediate

findings, our first objective will be to assess how theoretical signals derived from case notes can

be used in conjunction with quantitative risk scores to offer a more holistic perspective on the

risks and needs of children and families.

In this study, we present the discrepancies that exist between caseworkers’ narratives (i.e.,

what the caseworkers are witnessing on the grounds) versus the structured decision-making tool.

Initially employed as a means to support decision-making, the balance has shifted significantly

towards algorithmic risk assessment and away from caseworkers’ judgment over the last decade.

While neither method is perfect, the former presents a veneer of authority. Moreover, decon-

struction of the algorithm reveals latent processes through which caseworkers’ biases based on

subjective impressions of the families can become embedded into such algorithmic tools. The

contribution of this work is twofold - 1) it characterizes systemic deficiencies that impact how

risk assessments are conducted and the kinds of data they seek to collect. Understanding such

deficiencies allows us to reimagine the role and scope of algorithmic decision-making and its

ability to support child-welfare practice, and 2) it explicates that a key role for data-driven

practice might be to deconstruct, re-design, and evaluate data infrastructures in complex socio-

political domains to uncover how such disparities impact street-level practice, their impact on

communities, as well as implications for developing better sociotechnical systems.
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CHAPTER 6: UNPACKING INVISIBLE WORK PRACTICES, CONSTRAINTS,
AND LATENT POWER RELATIONSHIPS IN CHILD WELFARE THROUGH
CASENOTE ANALYSIS

ABSTRACT: Caseworkers are trained to write detailed narratives about families in

Child-Welfare (CW) which informs collaborative high-stakes decision-making. Unlike

other administrative data, these narratives offer a more credible source of information

with respect to workers’ interactions with families as well as underscore the role of

systemic factors in decision-making. SIGCHI researchers have emphasized the need to

understand human discretion at the street-level to be able to design human-centered

algorithms for the public sector. In this study, we conducted computational text analy-

sis of casenotes at a child-welfare agency in the midwestern United States and highlight

patterns of invisible street-level discretionary work and latent power structures that

have direct implications for algorithm design. Casenotes offer a unique lens for poli-

cymakers and CW leadership towards understanding the experiences of on-the-ground

caseworkers. As a result of this study, we highlight how street-level discretionary work

needs to be supported by sociotechnical systems developed through worker-centered

design. This study offers the first computational inspection of casenotes and introduces

them as a critical data source for studying complex sociotechnical systems.

6.1 Introduction

Government agencies in the United States have sought to reduce costs and increase efficiencies

in public policy and social services delivery by increasingly adopting information communi-

cation technologies (ICTs) [167, 465, 163] that aim to minimize repeated data collection and

bureaucratic overhead, provide targeted client services, and improve decision-making processes

[290]. These ICTs have helped public entities continually collect comprehensive cross-sector data

including, structured data (e.g., quantitative assessments), unstructured data (e.g., case narra-

tives), and metadata on different attributes of citizens’ interactions with public services [326].

Academics, practitioners, and policymakers have used this data to develop algorithmic systems

that purportedly lead to more consistent, objective, and defensible decision-making on critical

matters related to human lives [163, 397, 76]. Various public sector services now use algorithms,

such as in child-welfare [397], criminal justice [214], job placement [20], and public education

[386], often in the form of risk assessments to preemptively recognize and mitigate "risk" posed

to citizens and governmental apparatus [22].

The U.S. Child-Welfare System (CWS) faces significant challenges. CWS has limited re-

sources, burdensome workloads, and high staff turnover [89, 397], and faces intense public
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scrutiny on harm caused to children who are removed from their parents [86] but also when

child abuse tragedies occur [182]. These challenges have mounted pressure on CWS to employ

algorithmic systems and prove that they follow consistent and objective decision-making pro-

cesses. SIGCHI researchers have made significant contributions in developing algorithms that

aid frontline caseworkers in deciding which calls (i.e., allegations of abuse) should be screened in

for an investigation [137, 106]. SIGCHI researchers have also used crowdsourcing platforms such

as Amazon Mechanical Turk (MTurk) to study people’s perceptions of algorithmic decisions and

their impact on human judgment [287, 211]. However, as highlighted by recent ethnographic

work in CWS [396, 72], there are drawbacks in these studies that need redressing: 1) algo-

rithms built from quantitative administrative data in CWS only account for a narrow set of

predictors, offering a deficit-based framing of families [397], and 2) experiments conducted on

crowdsourcing platforms do not account for organizational/legislative constraints or day-to-day

bureaucratic protocols that impact decision-making for all cases [396]. In light of these concerns,

SIGCHI researchers have suggested that collaboratively curated caseworker documentation (i.e.,

caseworkers’ narratives) may offer a more holistic picture of street-level interactions and bureau-

cratic complexities [20, 396]. Unlike administrative quantitative data, caseworker narratives offer

a more credible source of information by revealing workers’ interactions with families, uncertain-

ties in a case, and impact of bureaucratic constraints on decision-making. These narratives offer

much of the desiderata necessary for computational narrative analysis [26]. Casenotes about

families are highly contextual but also share core similarities because they describe similar path-

ways that most families follow in CWS [245]. For this study, we pose the following over-arching

research questions –

• RQ1: How can computational text analysis help uncover invisible patterns of street-level

labor conducted by caseworkers?

• RQ2: How does computational text analysis highlight the systemic constraints placed on

caseworkers’ discretion?

• RQ3: How can computational text analysis help investigate latent power relationships in

CWS?

To answer these questions, we conducted computational text analysis of casenotes using

topic modeling [470]. For RQ1, we analyzed dominant topics over time and uncover patterns of

invisible labor conducted by caseworkers. For RQ2, we divided families into three groups based

on their number of interactions with CWS and highlight that families in different groups have

varying needs. For RQ3, we conducted computational power analysis of the casenotes to uncover

latent power structures in CWS. This paper makes the below unique research contributions –
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• We offer the first computational investigation of child-welfare casenotes and introduce them

as an important and useful data source for studying complex sociotechnical systems.

• We highlight invisible patterns of street-level work that caseworkers do within the gaps

of legislation (and beyond job duties). These patterns were not uncovered in prior ethno-

graphic work at the same CW agency suggesting case narratives can provide rich contextual

information.

• We show how caseworkers navigate different constraints (systemic, temporal, algorithmic,

resource etc.) for different needs of families over the life of a case which uncovers nuances

and implications for worker-centered technology design beyond algorithmic interventions.

• We found how power relationships for key personas in CW (i.e., CW staff, foster parents,

birth parent, etc.) change for different family types, complicating the popular narrative of

CW workers having the most power in CW cases.

We find support that computational text analysis of casenotes can be a powerful tool for

developing holistic decision-support tools instead of the popular administrative data-centered

risk assessment tools [106, 137] that have been found to be biased [396]. This answers calls in

prior SIGCHI research about the possibility of using case narratives as an important research

tool [397, 20]. We advocate combining computational analysis with qualitative explorations to

critique sociotechnical systems. Multiple methodological lenses on the same phenomenon will

likely provide holistic insights that any single approach may not [334, 47]. In the following

sections, we first present the current public sector and computational text analysis research

within SIGCHI. Next, we discuss our methodology for answering each of the research questions.

6.2 Related Work

We situate our research within the SIGCHI community and provide an overview of the work

that has been done towards developing sociotechnical systems for the public sector followed by

computational text analysis research conducted within SIGCHI.

6.2.1 Public Sector Research within SIGCHI

The SIGCHI community has been at the forefront of research on how sociotechnical systems are

developed and employed within the public sector. The work has been wide-ranging, including

studies that examine issues of civic engagement [150, 206], shaping emergent technologies for

collaborative work [58, 325], designing systems centered on participation and empowerment of

affected communities [72, 146], and expanding HCI methods for support labor [176]. Through the

continued employment of digital technologies in the public sector, researchers have also studied
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how these systems have impacted the decision-making latitude of street-level bureaucrats8 who

traditionally exercised significant autonomy when implementing policies [81]. Recent studies

have found that value conflicts arise when the logics embedded within the government’s digital

platforms do not align with street-level bureaucrats’ discretion when they tried enacting the

same shared values in practice [466, 146, 232]. SIGCHI researchers have also unpacked the

forms, limits, and complexities of participatory design within the public sector that is now

increasingly dictated by public-private partnerships [150, 299] where newer technologies are now

being developed for the governance of smart cities [478, 416, 227].

The continued employment of digital technologies in the public sector has changed gover-

nance practices in two distinct ways. First, these systems have improved data sharing practices

between different government sectors and purportedly allowed for minimal repeated informa-

tion gathering, provided targeted services to clients, and allowed for end-to-end service delivery

[167, 465, 163]. This has allowed government agencies to continually collect data about citizens

through their daily operations [326], with the expectation that the data will be transformed into

knowledge to inform future decisions that seek to efficiently allocate resources [232]. Here, "data

becomes the promise of future bureaucratic efficiencies" [232]. Second, with a primary

focus on efficiency and economy, scholars are questioning the core nature of public services as

"caring platforms" designed for the public good as opposed to private corporate entities that fo-

cus more on optimizing profits [295]. That is, public services that exist to "care for" and "serve"

citizens cannot and should not be optimized using performance metrics of the corporate world.

SIGCHI scholars have thus begun studying data-driven practices that adopt care as a design lens

to create systems that advocate for a caring democracy [325, 449, 206]. Despite two decades of

adoption of digital technologies (often referred to as Digital Era Governance [81]) and promises

of transformation, these tools have generally fused onto existing human discretionary practices

rather than altering them at a deeper organizational level [464, 396, 232]. Digital technologies

have raised the need to understand human discretionary work conducted by bureaucrats who

must balance citizens’ needs against the demands of policymakers as they acquire new skills and

learn to make decisions through these systems [396].

As a result, recent HCI scholarly work has sought to unpack the nature of human discretionary

work conducted at the street-level in public services [16, 354, 396, 232, 385, 109, 374]. Alkhatib

and Bernstein introduced the theory of street-level algorithms to distinctly highlight the gaps in

algorithmic decision-making that human discretion needed to address [16]. Unlike street-level

bureaucrats who used discretion to reflexively make decisions about novel cases, street-level algo-
8A street-level bureaucrat is a professional service worker (e.g., social worker, police officer, teacher) who

operates in the frontline of public service provision. They interact closely with clients and make decisions about
them based on how they interpret policies relating to the situations at hand [297].
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rithms produced illogical decisions that could only be redressed in the future through new data.

Pääkkönen et al. further developed this theory to highlight that algorithm design must identify

and cultivate important sources of uncertainty because it was at these locations that human

discretionary work was most needed [354]. Recently, Saxena et al. [396] synthesized this prior

work conducted in the public sector into a cohesive framework for algorithmic decision-making

adapted for the public sector (ADMAPS) which accounts for and balances the complex interde-

pendencies between human discretion, algorithmic decision-making, and bureaucratic processes.

ADMAPS framework advocates for developing algorithms based on a holistic decision-making

process, balancing complex dynamics within sociotechnical systems, and accounting for human

discretion and bureaucratic processes [396]. Additionally, Ammitzbøll Flügge et al. [20] and Sax-

ena et al. [396] highlighted the collaborative nature of caseworkers’ decision-making processes

and the impact of bureaucratic structures that algorithm design need to account for. In sum,

HCI scholars have reached a general consensus that any algorithmic interventions in the public

sector needed to understand the complexities of human discretion carried out at the street-level

when implementing day-to-day bureaucratic processes and legislative policies.

6.2.2 Child Welfare Research within SIGCHI

Recent work within SIGCHI has focused on understanding how we can better support individ-

uals and groups within CW. Gray at al. [210] have worked on designing technologies for foster

youth by creating a new digital memory box for fostered and adopted children to create and

store their childhood memories. Badillo-Urquiola et al. [38] have focused on addressing online

safety within foster families by identifying the challenges foster parents face as they mediate

teen technology use in the home. Recently, the community has expanded its efforts towards un-

derstanding algorithmic decision-making systems employed in CWS [396, 137, 101]. Algorithms

are currently used to determine if a child should be removed from a parent’s care [129], the

level of care a child needs [331], and the type and intensity of services a family will receive [61].

While these decisions can be life-altering, a systematic review of CWS algorithms has shown that

many failed to incorporate child-welfare literature or social science theories, instead primarily

adopting a deficit-based framework that performed poorly against outliers and deviated from

target outcomes [397]. SIGCHI researchers have also directly engaged with CWS stakeholders

(i.e., families, frontline workers, and specialists) to understand community perspectives and the

impact of algorithms on frontline workers’ decisions. Brown et al. [72] conducted community-

based co-design workshops with CWS stakeholders and found that they felt uncomfortable with

algorithmic systems because decisions were centered in deficit-based frameworks that perpetu-

ated biases and bolstered distrust. Complementing this work, De-Arteaga et al. [137] found

that frontline workers sought supervisor approval to override an algorithmic decision when they
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considered it to be incorrect. Similarly, Cheng et al. [101] examined stakeholders’ understanding

of ‘fairness’ regarding machine learning systems in CWS and proposed a framework that allows

stakeholders’ notions of fairness to emerge organically by working directly with public sector

agencies to develop systems that provide a higher comfort level to the community.

Recent ethnographic work in CWS also revealed caseworkers’ frustrations with state-mandated

algorithms as they did not account for an agency’s resource constraints, legislative policies, or

uncertainties inherently present in every case [396]. Saxena et al. [396] also found that all the

caseworkers involved at the front-end of case planning collaboratively curated casenotes com-

prising details about interactions with families, uncertainties about the case, critical decisions,

and sequence of events that offer a more holistic perspective of case circumstances. Prior work in

CW has conducted qualitative exploration of case narratives for a small corpus of text to under-

stand the experiences of both mothers and fathers [156, 319]. Our study sought to understand

whether it is feasible to use computational text analysis of narratives to uncover critical details

about CW cases such as patterns of human discretionary work conducted by caseworkers and

the bureaucratic processes that constrain human discretion.

6.2.3 Computational Text Analysis Research within SIGCHI

The study of sociotechnical systems requires an understanding of how nuanced and contextu-

alized activities of humans inform, shape, and are shaped by technical systems [10]. Studying

sociotechnical systems often involves the analysis of text data to understand these types of in-

teractions. While scholars often used qualitative methods to analyze such texts in the past,

researchers such as Muller et al. [334] have found parallels between qualitative methods and

machine learning (ML) techniques and explored the possibility of adopting computational text

analysis for unstructured text-based datasets. Recently, computational text analysis methods,

including ML methods, have become popular in studying sociotechnical systems in the SIGCHI

community [27, 96, 217, 97]. This is because, as Molina and Garip [330] note, ML techniques can

overcome the long-standing limitations of statistical modeling and provide contextual findings.

Moreover, Nguyen et al. [339] state that applying computational text analysis on text which is

inherently steeped in cultural and social factors can scale to large bodies of text, help discover

insights that may only reveal themselves when text is aggregated, unpack subtle patterns, and

detect sentiment.

While SIGCHI has widely adopted computational text analysis methods to study sociotech-

nical systems, few studies have examined complex sociotechnical systems in the public sector.

Instead, much SIGCHI work has only indirectly touched upon areas of relevance in the public

sector using computational text analysis. For example, Antoniak et al. [27] studied the ex-

periences of pregnant women via Reddit posts, Chancellor et al. [96] predicted mental illness
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Heading Details
Family Interaction Describe the frequency/location, quality of interaction, justification

for the type and level of interaction (supervised/unsupervised), and
conversations with the parent(s)/caregiver(s) regarding what needs
to happen in order to move to a lesser restrictive setting of Family
Time.

Concerns Discuss any concern(s) surrounding family time, how they are being
addressed, and enter information about future plans to resolve the
concern(s)

Communication Describe the parent’s/caregiver’s response or receptiveness to
communicating with the child(ren)’s caregiver(s) and describe any
schedule or method of communication.

Special
Considerations

Include information on any special considerations for the child and
parent(s) during family time (e.g., no contacts orders, parents
confirming the visit, anyone who should not be at the visit).

Table 12: Agency guidelines on how to record visitations in casenotes.

severity from Instagram tags, and Guha et al. [217] examined the role of an individual’s agency

in social media non-use from web survey responses. Of these works, Antoniak et al. [27] revealed

the versatility and applicability of using computational text analysis on unstructured narrative

texts. The authors [27] show that topic modeling works well with stories that follow a formu-

laic sequence of events and can reveal latent power dynamics between personas and patterns of

topic transitions. Recently, in the area of sociotechnical systems research in the public sector,

Saxena et al. [397] conducted a systematic literature review of computational methods used in

CWS and suggested employing computational text analysis techniques (e.g., topic modeling) to

elicit context-specific information about CWS cases that current statistical and machine learning

algorithms fail to draw out.

Our survey of prior literature shows that while much of SIGCHI research has indirectly ex-

amined sociotechnical systems in the public sector, there is a dearth of SIGCHI research that

employs computational text analysis to examine these complex systems. And yet, outside of the

SIGCHI community, scholars have actively examined the utility of applying computational text

analysis methods (specifically topic modeling) to sociotechnical systems research in the public

sector [240, 343, 200, 140] and have noted that topic modeling methods can aid qualitative meth-

ods by guiding the systematic discovery of information [240] and help reduce directionality bias

that arises from manual interpretations of text [140]. Therefore, responding to these calls, we

employed topic modeling techniques for analyzing child-welfare casenotes. Using topic model-

ing, we discovered invisible patterns of human discretionary work performed by caseworkers to

gain a more holistic understanding of child-welfare work practices with direct implications for

algorithmic decision-making and worker-centered systems design.

6.3 Research Context

We partnered with a child welfare agency that serves around 900 families and 1300 children in a

metropolitan area in a U.S. Midwestern state. The state’s Department of Children and Families
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(DCF) has contracted this agency to provide child welfare and family services and must comply

with all DCF standards, including the use of mandated decision-making algorithms. DCF’s Ini-

tial Assessment (IA) workers investigate allegations of child maltreatment, and if abuse/neglect

is substantiated, the case is referred to the agency to provide services. These services are nego-

tiated between the parents’ attorneys, district attorney’s office, and the judge after caseworkers

have conducted initial structured assessments and provided their recommendations to the court.

As depicted in Table 13, this agency is comprised of several different child-welfare teams that

work in collaboration based on the specific needs of families. From the onset of a case, a safety

and permanency plan is developed which also establishes the frequency of interactions between

caseworkers and birth parents, and consequently, the documentation of these interactions. The

agency has established rigorous standards around writing casenotes and compiling case doc-

umentation since information needs to be shared among all involved parties (i.e., CW staff,

parents’ attorneys, district attorney’s office, judge). Caseworkers are trained at the agency to

write detailed, narrative-style casenotes to record information about families based on observa-

tions, pertinent details, and discussions with families. The agency’s training guide on casenotes

is informed by best practices in social work literature [173, 195]. For instance, Table 12 provides

an example of how caseworkers must record supervised visits in casenotes. This collaboratively

curated documentation by CW staff involved at the front-end of case planning also acts as a

roadmap of decisions made (and the circumstances surrounding these decisions) if such decisions

need to be critiqued and/or defended for any case. Narratives, unlike risk assessments, also cap-

ture the uncertainties inherent in any child-welfare case. Understanding these uncertainties (and

their impact on caseworkers’ decisions) becomes especially important for cases where a child-

welfare tragedy may have occurred. Prior work [83] in CWS highlighted these uncertainties for

a case where a child passed away -

"How can the uncertainties confounding workers be conveyed in such situations: the

deep commitment of the mother to do well by her child, the remorse of the father

and his agreement with a court order to stay away, the rallying around of family

members and friends, the subsequent loss of the father’s job, the worker’s transfer to

another caseload, the move of the family to another community, all occurring over

time, amidst improvements in the child’s care, and amongst all of the other factors

taking place in the lives of the parents, workers, family members and others."

Case management supervisors add another layer of accountability by ensuring that casework-

ers are updating casenotes on a bi-weekly basis and providing detailed descriptions. The agency

also has specific instructions in the "Case Note Content Guide" on how to record face-to-face

interactions, phone calls, court hearings, and visitations. Many of these uncertainties and com-
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Name Details Role
IIS Intensive In-home

Services
Provides in-home services to both birth and foster parents where the
child has high medical needs

HART Human
Anti-Trafficking
Response Team

Manages cases where the foster youth is at high-risk for human or
sex trafficking

ICWA Indian Child Welfare
Act

Manages cases concerning children from native American tribes

YTA Youth Transitioning to
Adulthood

Work with foster youth who are about to age out of the foster care
system and require independent living provisions

FPS Family Preservation
Services

Works with birth parents in their efforts to achieve reunification

FCA Foster Care and
Adoption

Works with foster parents for training and certification to manage
children’s needs, foster care licensing, and adoption

PC Permanency
Consultation

Works with case management through the legal process of achieving
permanency (i.e., reunification, adoption, or guardianship)

Table 13: Different kinds of child-welfare teams at the agency

plexities are highlighted in casenotes, and we expected computational text analysis on these

casenotes could reveal nuanced dynamics between caseworkers and families. CWS comprises of

several different child-welfare teams (see Table 13) and works with families based on varying

case circumstances. We specifically analyze casenotes written by the Family Preservation

Services (FPS) team that works with birth parents in their efforts to achieve reunification

with their children. However, every family is assigned a case management team (case man-

ager and supervisor) that also works with the family and FPS and records their interactions

in casenotes which are then compiled in case documentation and made available to all involved

parties. We obtained Institutional Review Board (IRB) approval from our mid-sized private

research university to use this child-welfare agency’s casenotes for this research.

6.4 Methods

This section provides details about the casenotes dataset and the data cleaning process followed

by our data analyses process. For this study, we employ methodology developed by Antoniak et

al. [26] for computational narrative analysis using LDA topic modeling. The authors [26] showed

that their methodology work well for corpus of text that follows a specific sequence of events

with frequently occurring personas – characteristics that are observed in child welfare casenotes.

The stories are highly individual but share core similarities in terms of personas, sequence of

events, power hierarchies, and critical decision points.

6.4.1 Dataset

This dataset was acquired from Family Preservation Services (FPS); a specialized child-welfare

team whose primary goal is to help birth parents achieve reunification with their children. FPS

works closely with birth parents through parenting classes and other court-ordered services to

ensure that a safe living environment can be achieved for children. FPS must provide substantial

evidence to the DA’s office and the judge in order to recommend reunification. They accomplish

this by recording parents’ progress in parenting classes and other services as well as risk factors
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within the households. Documenting casenotes is an important task for caseworkers because it

guides the child welfare staff on the next steps, provides evidence that agency or caseworkers are

making reasonable efforts to help children, and serves as a collaborative tool by demonstrating

the collective efforts between families and caseworkers [173, 195]. FPS works closely with the case

management team and other service providers and also has access to their casenotes which are

compiled into case documentation. In this regard, casenotes are collaboratively written by CW

staff. Our collaborators at the agency shared that CW staff spent about half their time working

on documentation and updated casenotes on a bi-weekly basis (per on-boarding training) such

that all parties have timely access to information. However, every casenote contains the date

and time for all interactions, even if the case note is electronically updated at a later date.

Casenotes contain a rich source of information about a family’s case and include details

about caseworkers’ interactions with and observations of parties involved in a case (e.g., birth

parents, foster parents, relatives, and children). We obtained records of 9719 casenote entries

(the ‘dataset’) for 310 families referred to the agency around May 1, 2019, and worked with

Family Preservation until October 14, 2020, or were discharged sooner. Families that received

services from the agency were assigned a family identification number, and caseworkers entered

casenote details whenever a relevant interaction related to the family took place (e.g., phone

call, home visit, parenting class, domestic violence class, court hearing, etc.). Specifically, the

dataset contained detailed information on when an interaction related to the family occurred,

the time and duration of the interaction, family member names related to the case, detailed

narrative texts on what happened during the interactions, and the caseworker names.

Data Preparation, Cleaning and Anonymization

As we were interested in tracking the detailed sequence of interactions between families and CWS

staff and inferring how interactions changed over time, we collated all narrative casenotes related

to each family identification number in chronological order. Next, we extracted text columns

and respective family identification numbers from the collated casenotes. All other columns were

excluded from our analysis. We cleaned the collated casenotes by removing punctuation and

stopwords from the text. We also anonymized all personal information to protect the privacy

of the families. The anonymization process was conducted in the following two steps. First,

we used the frequently occurring surnames dataset from the 2010 U.S. Census [78] and Social

Security popular baby names dataset [13] to remove all first and last names from the casenotes.

We, however, did not remove any first or last names that also functioned as common nouns,

such as the last names List and Brown. Second, we replaced all numerical-related information in

the text with the word NUM. Table 21 shows the summary corpus statistics after preprocessing

the narrative text. Table 21 shows that of the 310 collated casenotes, 235 casenotes contain
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Metric Value
Number of casenotes with more than 1500 words 235

Average number of words per casenote 3,835
Number of words in longest casenote 38,748

Number of unique words 44,407

Table 14: Corpus Statistics

Figure 12: Word distribution in Casenotes.

text greater than 1500 words, and the maximum word length of a casenote is over 38,000 words.

Figure 12, a violin plot depicts a skew in the word length distribution of casenotes after data

curation where most casenotes are shorter in length.

6.4.2 Topic Modeling and Narrative Analysis Over Time (Life of Case)

Topic Modeling Solution

Topic modeling is one of the most widely used text mining methods in natural language process-

ing (NLP) to infer latent themes from text documents and extract features from bag-of-words

representations [471]. We decided to use LDA for our child-welfare casenotes because LDA can

provide easily interpretable insights into densely structured texts which contain both formal

and informal language such as ethnographic fields notes [351] and Reddit stories [27]. Following

Antoniak et al. [26], we used Mallet’s implementation of LDA topic model to train our topic

model. As this implementation of LDA requires the number of topics as a hyperparameter, we

took the next two steps to train the topic model. First, we determined the optimal number

of topics by creating topic model solutions from 1 to 30 topics and calculated the coherence

score and average topic overlap (using the Jaccard similarity statistic) when we assigned 15, 20,

25, and 30 keywords to each of the topics. We found that 14, 17, 22, and 29 topics maximize

the divergence between the topic model’s coherence score and average topic overlap. We then

manually inspected the 14, 17, 22, and 29 topic model outputs to determine the optimal number

of topics. After the interpretations were collaboratively discussed, we reached a consensus to use

the 17 topic model solution depicted in Table 23.
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Member Checks for Topic Model Qualitative Interpretation

Topic model outputs often identify thematic patterns in the text at lower abstraction levels than

human interpretivist analyses and can benefit from grounded thematic methods to draw out

themes in the text [47]. As such, three co-authors of this paper used an open-coding process

on the original casenotes that have the highest probabilities assigned to each topic to capture

patterns (themes) within the texts [67]. Each co-author individually identified dominant themes,

labeled the topics, and then collaboratively discussed their interpretation and labels with co-

authors. After this iterative process was complete, a consensus was reached between co-authors

on the final trained topic model’s themes. Having assigned themes to topics, we next conducted

member checks by providing caseworkers with our interpretations of topics, top keywords, and

examples of original casenotes with the highest probability (for each of the respective topics).

Creswell and Miller [127] argue that member checking is crucial to establishing credibility to

qualitative analyses as this technique brings study participants back to the data to judge how

accurate and realistic researchers’ interpretations are. Accordingly, we asked frontline casework-

ers to determine the high-level themes based on their reading of the original casenotes and asked

if they agreed with our interpretative themes. Caseworkers’ feedback helped us further refine

our interpretation and topic labels. After these iterative discussions were complete, we reached

a consensus about the interpretations of the topics.

6.4.3 Group Analysis of Topic Popularity Over Time

Prior work in CWS [312, 89, 448] has found that caseworkers work with families for different

lengths of time depending on the family’s unique needs. In addition, CWS experiences a high

turnover rate due to high caseloads. To mitigate this phenomenon, CW agencies often group

cases in high, medium, and low needs groups based on case severity and assign them to case-

workers to ensure more equitable workloads [276]. Prior work has also highlighted that case

complexity (e.g., type of maltreatment, age, number of children, need for financial assistance,

drug abuse in the family) is directly associated with the time spent under the care of CWS

[366, 89]. In line with these studies, we sought to examine if the length of casenotes can serve

as a proxy for the family’s needs and the severity of the case. To that end, we interrogated the

distribution of number of interactions that families have with the child welfare agency. Figure 13

shows that most families interact with child welfare staff less than 10 times, and there are fewer

families that interact with the agency as the number of interactions with the agency increases.

Table 15 demonstrates that families in this dataset interacted with CW staff an average of 31

times. Based on the percentile distributions, we grouped families into roughly three equally sized

buckets. We then conducted statistical and qualitative analysis into each group’s casenotes to

determine if the number of interactions with CW staff can serve as a proxy for a family’s level
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Descriptive Statistic Value
N 9,616

Mean 31.1
Standard deviation 36.3

25 percentile 7.0
Median 19.0

75 percentile 40.0

Table 15: Descriptive statistics on the number of interactions between families and
child-welfare staff

Figure 13: Families’ interactions with the agency. The breadth of the violin represents the
frequency of interactions.

of need. Finally, we applied the trained topic model from ?? to each group to track topic popu-

larity over time. To accomplish this, we segmented each of the cleaned casenotes into ten equal

sections and calculated how average topic probabilities differ for the groups. As casenotes follow

a formulaic sequence of events, we were able to divide the texts into ten equal-length sections

to create normalized sections (see Fig. 4-8). We define these normalized and chronologically

arranged casenote sections as "Life of a Case" which further allowed us to study which topics

emerged as significant at different temporal points in a case.

6.4.4 Power Analysis of Personas

Sentiment analysis

Child welfare cases involve many parties such as foster parents, family members, and CW staff

who are bound by their own responsibilities, goals, and legal obligations. We were interested in

examining the power dynamics between such parties by analyzing the day-to-day power relation-

ships between them. However, we needed to first examine the sentiment of casenote sentences

because the linguistic choices made by caseworkers could have important implications for how

we examine the dynamic relationships between families and caseworkers.

Caseworkers are trained in writing detailed casenotes based on observations and facts and pro-

vide as much descriptive details as possible about their interactions with families [173]. As pre-
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Sentiment Number of sentences Percentage
Positive 6,598 9.61%
Negative 2,415 3.52%
Neutral 59,619 86.87%

Table 16: Sentiment analysis of casenotes.

viously noted, this collaboratively curated documentation is imperative for creating a roadmap

of critical decisions as well as the circumstances underscoring those decisions. We conducted

sentiment analysis on all sentences in the casenotes using a sentiment analysis tool Valence

Aware Dictionary and sentiment Reasoner (VADER) [235] to examine the writers’ tone of these

casenotes. As illustrated by Antoniak et al. [26], VADER was an appropriate tool to compute

sentiment analysis since it was developed for social media text and textual data from other do-

mains. Using only sentences with five or more words (to avoid mistakenly segmented sentences

and sentences without meaningful information), we assigned a compound sentiment score (a

normalized score ranging from -1, extreme negative to +1, extreme positive) to each sentence

in the casenotes. As shown in Table 16, we noted that more than 86% of the sentences were

neutral, and only 9.6% and 3.5% of the sentences were classified as positive and negative sen-

tences, respectively. The predominantly neutral tone indicated that the casenotes were mostly

descriptive in nature and provided for a suitable corpus of text for conducting power analysis

and discovering underlying relationship patterns between key personas.

Personas of Interest

We were interested in examining how power relationships differed between personas in the groups

defined in Section ??. To do this, we first identified the personas of interest for the whole dataset

by manually inspecting the casenotes. Table 17 illustrates the main personas that appear in all

of the casenotes. After identifying personas of interest, we used a non-anonymized version of

the casenotes to replace references made to the main personas (References column of Table 17)

with normalized versions of the persona (Persona column of Table 17). For example, we assigned

words like grandmother, aunt, uncle to Support System. Table 17 shows summary statistics on

how often these personas appeared in the casenotes, including the total number of mentions of

each persona, the number of casenotes that mention the personas, and the average number of

times casenotes mention the personas. ‘Legal parties’, ‘medical parties’, and ‘significant other’

rarely appeared in casenotes. As we were interested in measuring the relative power scores

between personas, we removed these three infrequently mentioned personas to prevent them

from causing statistically spurious effects on power relationship analyses.
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Persona References Total
Men-
tions

Casenotes
contain-
ing
Mentions

Average
Mentions
per
Casenote

Biological parent Mother, Father, Parents, Mom, Dad, Proper
Name

29,545 281 105.14

Child Welfare Staff
(CWS)

FPS, OCM, CM, Case manager, Supervisor,
FC, Proper Name

17,730 277 64.01

Child Kid, Baby, Son, Daughter, Proper Name 17,935 262 68.45
Foster parent Caregiver, FP, Proper Name 3,368 148 22.76
Support System Grandparents, Aunt, Uncle, MGM, PGM,

MGF, PGF, Friend, In-laws, Cousin, Proper
Name

1,652 125 13.22

Medical Parties Therapist, Dentist, Doctor, Nurse, Proper
Name

334 96 3.48

Legal Parties Lawyer, Judge, Law enforcement, Guardian
ad-litem (GAL), Attorney, Assistant district
attorney (ADA), District attorney (DA),
Court, Proper Name

291 89 3.27

Significant Other SO, Boyfriend, Girlfriend, Significant person,
Proper Name

254 45 5.64

Table 17: Persona and their most frequent references in text. References column shows the
common nouns that are frequently mentioned in the casenotes to represent each persona. Proper
nouns (and related variations such as nicknames) are also extracted for the different personas.

Power computation

We adapted the works of Antoniak et al. [27] and Sap et al. [393] to compute power scores

of and power relationships between personas of interest. Sap et al. [393] created a lexicon of

power frames where an entity is assigned a positive power when the entity dominates or exerts a

level of control over another entity. This definition of power was appropriate for our study as we

anticipated that certain personas would exercise power over other personas in a similar manner.

The aforementioned lexicon included 1737 verbs, of which each verb indicated directionality with

respect to whom power is assigned. Table 18 shows examples of paraphrased sentences from our

casenotes where verbs are assigned power. Next, we lemmatized the verbs in the lexicon and our

casenotes, parsed the casenotes which contained the normalized personas from Section ?? using

the spaCy parser, and computed power scores for personas of interest in each of the groups by

extracting the subjects, verbs, and direct objects from each sentence. Finally, we incremented (or

decremented) each persona’s power score according to its position in the sentence and the verb

power effect. In addition to the results of sentiment analysis, this power analysis method was

appropriate here because the goals of all involved personas are aligned and centered in achieving

reunification for children and birth parents.

6.5 Results

6.5.1 Topic model solution organized by dominant themes

We analyzed the results of a topic model solution trained on casenotes and determined 17 to be

the optimal topic number based on topic comprehensiveness and interpretability. As illustrated

in Table 23, we further grouped these 17 topics into 6 dominant themes to improve readability.
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Example Sentences
Sarah [child] demanded some juice which made the mom upset.
This writer [child welfare staff] communicated with Pam [foster parent] via phone.
Ms. Jones [birth-mom] refused to speak with worker [CW staff] and continuously shrugged her
shoulders when asked a question.

Table 18: Paraphrased exemplar sentences depicting power between personas. The child (Sarah)
has a high power score; CW staff has equal power with foster parent (Pam); and the birth-mom
(Ms. Jones) has a high power score and CW staff has a lower power score.

# Theme Topic Unique keywords

1.

Helping Families
Secure Resources
and Navigate
Bureaucratic
Processes

T2: Helping families secure essential
resources

housing, appointment,
employment, resources,
services

T5: Establishing roles and
expectations for different parties

client, reported, shared,
meeting, roles

T7: Coordinating virtual
interactions during COVID

virtual, court, camera,
communication, covid

T12: Helping families navigate court
proceedings

court, plan, safety,
proceeding, reports

2. Managing Medical
Consent, Medication
Administration, and
Medical
Appointments

T3: Managing medical consent
between caregivers and accompany
clients to medical appointments

caregiver, discussed,
consent, form, health

T11: Helping establish medication
schedules and manage logistics
around medical appointments

medication, schedule,
safety, therapy,
appointment

3.

Coordinating Time,
Travel, and Pickup
Logistics for
Visitations &
Appointments

T1: Managing conflicts between
caregivers when scheduling
visitations

visitation, conflict,
canceled, voicemail,
email

T4: Continued attempts to get in
touch with birth parents

missed, reschedule,
voicemail, phone,
contact

T6: Managing logistics around
visitations and appointments

visit, arrived, room,
residence, ride, issues

T17: Coordinating travel to and
from school for foster children

school, attendance,
missed, suspended,
reports

4. Conducting
Structured
Assessments to
Determine Risks and
Progress

T13: Keeping track of parents’
progress in court-ordered parenting
classes

parenting, chapter,
session, curriculum,
completed

T14: Conducting home visits,
assessing safety concerns, and
scoring assessments

observed, assessed,
home, clean, beds

5.
Facilitating Interactions
between Children and
Parents during
Supervised Visits

T8: Observing and facilitating
interactions with infants

baby, visit, bottle,
diaper, feeding

T9: Observing and facilitating visits
between siblings and adolescents

children, play, room,
toys, food

6.
Observing and
Recording Concerns
during
Transportation

T10: Observing and recording
children’s behavior during
transportation

transported, slept, cried,
picked, visit

T15: Observing and recording pre-
and post-transportation concerns

visit, concerns, weather,
clothing, seat

Table 19: 17 topic model solution organized by six dominant themes. Topics are labeled T1-T17.

The 17 topics are labeled T1-T17 and all names in exemplar sentences have been replaced with

pseudonyms to protect the privacy of individuals.

Helping Families Secure Resources and Navigate Bureaucratic Processes

CW staff act as mediators between birth parents, relatives, and foster parents where they help
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establish roles and expectations for each party as well as bridge the administrative gap between

community resource providers, clients, and the court system. CW staff work closely with birth

parents and help them acquire essential resources that they require to meet their children’s

needs. They share information with parents about how and where to find resources as well

as help them acquire these resources [259]. This often takes the form of helping parents find

employment, transportation, and home essentials (e.g., food, clothing, toiletries) that would

improve stability within the household and facilitate achieving reunification with children. Here,

CW staff bridge the gap between community resource providers and clients (i.e., parents) in

need. CW staff also work actively to alleviate ambiguity with respect to roles and expectations

for each party from the onset of a case [50]. Prior work has established the need to improve

communication and enhance teamwork in order to improve relationships in child-welfare practice

[50, 194]. CW staff also work to ensure that birth parents and foster parents are in agreement

with respect to parental roles and expectations. Specifically, CW staff explain to birth parents

that foster parents are temporary caregivers who will care for the child’s needs and give birth

parents the time to make changes within their household so the child can safely return home.

CW staff play a critical role in helping families navigate court proceedings where they escort

parents to court and advocate for them. CW staff share progress made by parents in parenting

classes, court-ordered services, and parenting skills that they are exhibiting during supervised

visits. As illustrated by the exemplar sentence below, CW staff help parents understand the court

process and the changes they must make to receive a favorable decision in court. As illustrated by

topic 7 (i.e., virtual interactions during COVID), CW staff also assumed newer responsibilities

during the COVID pandemic in terms of facilitating virtual interactions between parents and

children and also helping parents navigate through virtual court hearings. Reading through the

case notes, we observed that CW staff also helped parents and caregivers troubleshoot technology

issues and explained to them how to use Microsoft Teams or Skype for Business.

[T2 Probability: 0.65] "Case Manager would like the Family Preservation Specialist to visit

with Ms. Davidson [birth-mom] at least 1x per week and assist with helping her secure resources,

especially for the unborn baby."

[T5 Probability: 0.56] "Family Preservation Specialist [FPS] attended staffing with supervi-

sor, Ongoing Case Manager, and Ongoing Case Manager supervisor to discuss referral, roles, and

supportive services needed. FPS attended team meeting to introduce herself to Sarah [birth-

mom] and explained her role in the process. FPS asked about what kinds of services Sarah

[birth-mom] was in need of and she responded that housing is her main priority. In addition,

Family Preservation Services will gather resources on rent assistance, emergency daycare, and

baby supplies that Sarah [birth-mom] can then have at her disposal.
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[T12 Probability: 0.59] "Family Preservation Services greeted the family and provided them

with an introduction of their role and services that they will provide the family. Mr. B [birth-dad]

shared that the baby may possibly be placed with his aunt and moving soon. Mr. B [birth-dad]

stated that he has court tomorrow at 9am. Family Preservation Services asked the family if

they would mind if she attended court with them. Family Preservation Services explained that

she would be there for support and to answer any questions that they may possibly have. Mr.

B [birth-dad] and Ms. M [birth-mom] agreed and stated that it would be perfect as court can

sometimes become confusing."

Managing Medical Consent, Medication Administration, and Medical Appointments

Communication between involved parties (i.e., birth parents, foster parents, medical profession-

als, attorneys) about a child’s medical needs and well-being is essential and is facilitated by CW

staff. A foster child may be removed from a parent’s care and placed in temporary protective

custody with a foster parent; however, the birth parents still retain their parental rights and

decision-making capacity regarding any health services extended to a foster child [74]. CW staff

work with both the birth parents and foster parents to obtain and manage medical consent such

that the foster child can receive medical care in the form of therapy, dental care, or other nec-

essary services. CW staff also help supervise the day-to-day medical needs of foster children by

establishing medication schedules as well as accompanying foster children to doctor’s appoint-

ments. Here, CW staff’s role as a mediator also helps alleviate any conflicts that may arise due

to overlapping parenting roles.

[T3 Probability: 0.564] "Family Preservation Specialist met the caregiver, Yvette [foster

parent], and Billy [child] at the doctor’s office. Family Preservation Specialist observed Mrs.

Olsen [birth-mom] holding Billy [child]. The doctor discussed how Billy [child] was doing and

why there were being seen at the clinic. Family Preservation Specialist observed the doctor

asking the caregiver questions. Family Preservation Specialist observed Billy [child] have his

fists clenched while Mrs. Olsen [birth-mom] held him near the table. Family Preservation

Specialist and the caregiver discussed meeting at her home after the appointment."

[T11 Probability: 0.68] "This worker [child welfare staff] attended the case transfer staffing

with Ongoing Case Manager in the home of Ms. Brown [birth-mom]. Our group created a med-

ication schedule with Family Preservation Services doing medication observation on Monday’s

at 7am and Thursday’s at 11:00am. Paul [significant other] and Ms. Blar [relative] (maternal

aunt to Billy [child]) will observe all other feedings and medication supervisions."

Coordinating Time, Travel, and Pickup Logistics for Visitations and Appointments

This theme is centered in the coordination and scheduling work that CW staff undertake in their
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role as liaisons between birth parents, foster parents, and other professionals in child-welfare. CW

staff is responsible for organizing and facilitating supervised visits between children and birth

parents [429]. This involves scheduling the time and place of these visits with involved parties,

managing scheduling conflicts, as well as transporting children (and parents, if necessary) to the

location of supervised visits. These visits may occur at the child-welfare agency, a public space

(e.g., public parks), or the parents’ place of residence based on the presence and assessment of

impending dangers in the household. CW staff also help parents get access to travel vouchers if

they do not have the financial means or a vehicle for traveling long distances. While scheduling,

conflicts within a family may also arise. For instance, birth parents might share a contentious

relationship and may not want to work with each other. Here, CW staff must also work to

ameliorate such concerns in order to promote congruence between involved parties [254]. This

is necessary to ensure that progress is being made towards achieving permanency for the child.

In addition, they also help coordinate travel to and from school for foster children who may not

have access to a regular school bus route.

[T1 Probability: 0.620] "Family Services Counselor Nadine [child welfare staff] spoke to Mr.

Smith [birth-dad] regarding Ms. Smith [birth-mom] and visitation with the children. Mr. Smith

[birth-dad] stated that he will not allow Ms. Smith [birth-mom] in his home for visitation."

[T4 Probability: 0.949] "Family Preservation Services contacted Ms. Brow [birth-mom] to

schedule a visit with her child and left a message. Family Preservation Services contacted Ms.

Brow [birth-mom] and introduced themselves. Ms. Brow [birth-mom] stated that she needed

to get off the phone and stated that she would call back. Family Preservation Services called

Ms. Brow [birth-mom] to schedule a visit for the next week but Ms. Brow [birth-mom] did not

answer the phone. Family Preservation Services left a message."

[T6 Probability: 0.598] Family Preservation Services arrived at Ms. Abel’s [foster parent]

residence to transport Bob [child] to a supervised visit. Ms. Abel [foster parent] did not report

any issues with Bob [child] but she did need to assist with getting him into the vehicle. During

the ride Bob [child] was crying but then fell asleep for most of the ride; he did not cause any

issues or concerns.

Conducting Structured Assessments to Determine Risks and Progress

The child-welfare process is centered on assessing risk factors and helping parents develop pro-

tective capabilities to mediate these risks. CW staff, especially Family Preservation Services,

works closely with parents through the parenting curriculum (keywords: parenting, chapter,

session, curriculum) and other court-ordered services and score their progress on structured as-

sessments. NFCAS (North Carolina Family Assessment Scale) and AAPI (Adult Adolescent

Parenting Inventory) are examples of assessments especially used at the child-welfare agency by
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Family Preservation [267, 285]. CW staff record a parent’s level of engagement in these classes

and whether they are exhibiting changes with respect to how they manage their child’s behav-

iors. CW staff often refer to this as perspective shift, that is, whether the parent understands

why their case was referred to CWS and if they are showing the willingness to make necessary

changes in their lives. In addition, CW staff conduct home visits to assess safety concerns and

any impending dangers within the household. This includes assessing the general cleanliness of

the house, availability of food in the pantry and refrigerator, and both the children’s and parents’

hygiene. A sanitary and safe home help CW staff implement in-home services such that children

do not have to be removed from their home and placed in foster care. Moreover, CW staff are

also required to conduct and score quantitative assessments about risk factors associated with

parents and children, safety within the household, parents’ life experiences, and parenting skills.

As illustrated by Saxena et al. [396], these quantitative structured assessments in CWS are now

being used to develop algorithmic systems.

[T14 Probability: 0.82] "Family Preservation Services arrived at the home. Ms. Tazan [child

welfare staff] was inside with the family. Family Preservation Services and Ms. Tazan did a

walk through of the home. The home is not furnished and children don’t have beds. Ms. Tazan

had all the children clothing in black bags in the closet. Family Preservation Services did not

observe any toys, books, etc. Family Preservation Services spoke to Ms. Tazan regarding the

initial assessments that he needed to complete with her."

[T13 Probability: 0.61] "Family Preservation Services and Mr. Gibbs [bio-dad] watched

the videos together and went through the power point presentation. It was apparent that Mr.

Gibbs [bio-dad] had read the material as he was engaged in the discussion and talked about the

examples in the book. First parenting assessment completed."

Facilitating Interactions Between Children and Parents During Supervised Visits

CW staff, especially Family Preservation Services, help facilitate interactions between children

and birth parents and observe how these interactions are going during supervised visits every

week [197]. Family Preservation Services use their expertise in parenting to work with the par-

ents and help improve the quality of these interactions where the parents understand and attend

to the needs of their children. Topic 8 (i.e., interactions with infants), however, emerged sepa-

rately as compared to topic 9 (i.e., interactions between siblings) because an infant’s interactions

(e.g., eating well, sleeping, making eye contact, smiling, etc.) are essentially different from chil-

dren’s interactions (e.g., playing with siblings, playing with toys, running, etc.) and are noted

distinctively by CW staff to assess well-being. For cases where multiple children are involved,

CW staff also focus on ensuring that the parent(s) can manage their children’s behaviors and

establish some disciplinary boundaries. Family Preservation Services works with birth parents

141



and advises them on how to manage interactions between siblings (e.g., fighting, yelling) and

how to respond when being challenged by them [197]. Addressing these concerns helps ensure

that time to reunification is reduced and the likelihood of case re-referral is lowered in the future.

[T8 Probability: 0.55] "Ms. Weldon [birth-mom] was excited to see the child as she kissed

her and told her how much she missed the child. Ms. Weldon changed the child’s clothes and

did the child’s hair while the child sat in her walker. Ms. Weldon continued to talk about her

issues surrounding her case, Family Preservation Services had to remind Ms. Weldon to focus

on her daughter instead of her situation she is in. Ms. Weldon praised the child for being able

to wave and tried teaching the child how to clap her hands."

[T9 Probability: 0.84] "Ms. Tyndall [birth-mom] met Family Preservation Services outside

to help bring in Ned [child], Phil [child], Pete [child], and Lawrence [child] into the family center.

Upon entering the family room Ms. Tyndall who was holding Pete’s hand and Lawrence in her

arms told the boys that they have snacks in her bag for each of them. Ms. Tyndall sat on the

floor and let Lawrence crawl and Pete explore in the visit room. Phil and Ned started playing

with their little brothers and bringing them toys to play with."

Observing and Recording Concerns During Transportation

CW staff are trained to record any issues that may arise before, after, or during transportation

[196]. Words in topic 10 (i.e., children’s behavior during transportation) and topic 15 (i.e., pre-

and post-transportation concerns) are associated with children’s behavior and/or their interac-

tions with Family Preservation Services while being transported for supervised visits. It helps

CW staff assess how to best facilitate a supervised visit. For instance, if a child is anxious and

agitated during the drive then CW staff might begin a supervised visit by engaging the child in

activities that may help pacify them. This information is also shared and discussed with birth

parents and foster parents to assess if there are any traumatic triggers that may be leading to

emotional dysregulation. This also involves any concerns that might arise before or after the

transportation. For instance, CW staff also ensure that children are dressed appropriately for

the weather and look physically healthy.

[T10 Probability: 0.48] "This worker [CW staff] met the family at the Family Center. This

worker transported Maya [child] and Jake [child] to their placement in [address]. Maya cried

for roughly ten minutes for the car ride and then stopped and played with a stuffed animal.

Coordinator Beth [CW staff] asked this worker to inform the caregiver that Maya had cried

for roughly one hour during the visitation today. This worker did give this information to the

caregiver upon arrival."

[T15 Probability: 0.409] "All three children were transported from maternal grandmother’s

home located at [address] and transported to McDonalds play land located at [address]. All three
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Figure 14: Distribution of the frequency of interactions with CW agency for groups G1 (low
needs), G2 (medium needs), and G3 (high needs)

children were transported back to grandmother’s. All three children were dressed appropriately

for the weather and appeared free of injury, as they were able to walk, run and bend with ease"

6.5.2 Group analysis of topic popularity over time

We divided families into three groups based on their number of interactions with the child-

welfare system. Figure 14 highlights the frequency of interactions that each group had with

the agency and the number of months that families in each group worked with the agency. We

notice a higher frequency of interactions at the onset of cases because CW staff must follow a

15-month timeline established by the Adoption and Safe Families Act (ASFA) where the State

must proceed with the termination of parental rights if reunification has not been achieved in

15 months [12]. Therefore, CW staff work extensively with families from the onset of a case

to gather relevant information and take necessary actions to expedite reunification. Below,

we further discuss differences among the three groups based on the number of children, birth

parents, and foster parents involved in each group. Descriptive characteristics about the three

groups are available in Table 20.

Group 1 (G1) includes Low Needs Families that only had 1-10 interactions and generally

involve cases of neglect (i.e., lack of childcare, lack of access to healthcare, lack of adequate food

or clothing) where birth parents must make necessary changes within their household so as to

provide a safe and nurturing environment for their children. As depicted in Table 20 (see Group

1), the majority of the children (n=68, 62%) were not removed from the care of birth parents,

and instead, in-home services were provided to these families. Majority of these families were

also single-parent households (n=78, 70%) and only involved one foster child (n=77, 69%).

Group 2 (G2) includes Medium Needs Families that had 11-40 interactions with the

child-welfare system. This group includes cases where most children were removed from the

care of birth parents and placed with foster parents (or relatives) due to safety concerns within
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Persona Number Group 1 Group 2 Group 3
of personas (1 - 10 interactions) (11 - 40 interactions) (40+ interactions)

0 0 0 0
1 77 35 20
2 27 27 24

Children 3 3 24 10
4 2 19 11
5 2 10 10
6 0 3 3
7 0 1 2
0 2 0 0

Birth Parents 1 78 70 48
2 31 49 32
0 68 32 19
1 40 35 50
2 3 42 6

Foster Parents 3 0 8 4
4 0 1 1
5 0 1 0

Table 20: Descriptive characteristics for the three groups based on the number of inter-
actions with CWS. The table shows the total number of cases for each group {1, 2, 3}
having x members from the persona list y where x ∈ {[0, 7], [0, 2], [0, 5]}foreachy ∈
{′Children′,′ BirthParents′,′ FosterParents′}respectively. Zero value for foster parents means
that the child was not removed and in-home services were provided to families.

the household. This is generally considered short-term foster care, where birth parents must

complete parenting classes and court-ordered services (e.g., drug and alcohol services, domestic

violence classes, etc.) and demonstrate stability within the household to achieve reunification

with their children. Here, children are generally placed in short-term placements before long-term

caregivers can be found. These cases generally involve multiple children placed with different

foster parents since it is hard to find foster homes that can provide for all the children involved

in a case. As depicted in Table 20, this group had 35 families with only one child, 27 families

with two children, 24 families with three children, and so on. Group 2 also has 32 families where

children were not removed, 35 families where children were placed with one foster parent, 42

families where two foster parents were involved, and 8 families where children were split between

and placed with 3 foster parents.

Group 3 (G3) includes High Needs Families that had 40+ interactions with the child-

welfare system and includes cases of more severe abuse and/or neglect. This group is generally

considered long-term foster care, where children are placed with long-term caregivers who are

trained and certified to care for high-needs children. Foster parents in this group may also be the

next of kin since CW staff prioritize placing children with relatives. Prior work has established

that children are more likely to achieve emotional and cognitive well-being when placed within the

family [142, 246]. However, if children are placed in kinship care, the caregivers assume the role

of foster parents (as active caretakers) and are no longer classified as a parent’s support system

(passive and occasional caretakers). CW staff work closely with birth parent(s) in parenting

classes and other court-ordered services as well as help them find stable employment and other
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Figure 15: Time trends for topics focusing on helping families secure resources and role coordi-
nation

resources necessary to meet the needs of their children and eventually achieve reunification. As

depicted in Table 20, this group consists of 19 families where children were not removed from

the care of birth parents and in-home services were provided, 50 families where children were

placed with one foster parent, 6 families where children were placed with two foster parents and

so on. Moreover, similar to Group 2, families in this group consist of multiple children, which

adds to the complexity of these cases.

Next, we discuss trends in topic popularity over time for the top four themes from Section 5.1

for each of the three groups. Following Antoniak et al. [26], we divided each of the casenotes into

ten equal sections. As casenotes follow a formulaic sequence of events, we were able to divide the

texts into ten chronologically arranged normalized sections (i.e., Life of a Case). This allowed

us to track casenotes of varying lengths which begin and end at different times. Therefore, as

depicted in Figures 4-8, 10% on the x-axis would point towards the events happening in 0-10%

of the life of a case; 50% on the x-axis would point towards events happening in 40%-50% of the

life of a case.

Helping Families Secure Resources and Navigate Bureaucratic Processes

Securing resources (topic 2) is a significant topic for both G1 and G3 families. For G1, we observe

an upward trend through the life of a case as shown in Figure 15(a). CW staff work with birth

parents from the onset of a case to acquire these resources to achieve a safe living environment.

For G3, CW staff continually work with parents to ensure necessary changes are being made in

the household from both an economic and behavioral perspective. However, this topic is less

significant for G2 because the more dominant concerns are related to managing logistics (since

G2 families involve multiple foster children). Specifically for G2 families (see Figure 15(b)),

CW staff work on managing roles and expectations between birth parents and multiple foster

parents as conflicts arise due to overlapping parental roles in managing the needs of multiple

foster children.
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In addition, court proceedings are a significant part of the child-welfare process, and this

topic emerges as significant at key decision points of the life of a case. As depicted in Figure

16(a), for G1 and G2, we observe upticks in trends towards the beginning of the case as well

as a rise in trends towards the end. This matches our expectations since critical court hearings

occur at the onset and towards the closing of a case for these groups. For G3, we observe several

upticks in trends (spread out evenly) since the more severe cases of neglect/abuse require more

court appearances in terms of reunification hearings, transfer of guardianship, or termination of

parental rights. As depicted in Figure 16(b), we anticipate that the COVID pandemic may have

also influenced the trends for these groups. During the pandemic, resources were directed towards

cases that most needed them. Court hearings, parenting classes, and services were rescheduled

and/or postponed for several cases in G1 and G2. Our collaborators at the agency shared that

virtual court hearings, virtual classes, and virtual visitations were still being conducted for high

needs cases, i.e. – most families in group G3.

Figure 16: Time trends for topics focusing on virtual interactions and court proceedings.

Managing Medical Consent, Medication Administration, and Medical Appointments

CW staff help manage medical consent between caregivers (topic 3) and help manage medica-

tion schedules (topic 11) for foster children. Topic 3 consistently emerges for G1 because CW

staff discuss medical consent with birth parents early on and take children to necessary medical

appointments (e.g., neglected dental health). This topic is also more significant for G3 (as com-

pared to G2) because these are cases where more significant abuse/neglect may have occurred,

and consequently, children are enrolled in services (e.g., individual therapy) to address their

needs and the underlying trauma. We also anticipated this topic to emerge as more significant

for G2 since medical consent needs to be managed between birth parents and foster parents

and can lead to conflict. However, as depicted in Figure 17(b), managing medication schedules

takes precedence for G2 because CW staff must continually ensure foster parents (especially

short-term caregivers in G2) understand the medical needs of children and are giving them their
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medications per set schedule. This topic is less significant for G1 because most children are

placed with birth parents and less significant for G3 since long-term caregivers are trained and

certified in caring for high-needs foster children.

Coordinating Time, Travel, and Pickup Logistics for Visitations and Appointments

Scheduling issues for supervised visits (topic 1) occur less frequently for groups G1 and G2;

however, they are more common for G3 families. G3 includes cases of more severe neglect

and/or abuse where intensive care is required in terms of medical appointments and supervised

visits. For G3 cases, there may also be a no-contact order in place where parents can only see

their children under proper supervision of family preservation caseworkers. However, as depicted

by topic 6 (see Figure 18(b)), CW staff must also coordinate time, travel, and pickup logistics

for court-ordered services, court hearings, visitations, and medical appointments. This topic

emerges as significant for G2 at regular intervals since there may be multiple children involved

in the case (and placed with different foster parents), and CW staff must coordinate these details

among all parties. We observe two upticks in the trend for G1 and anticipate these to be medical

appointments (general check-ups) conducted to assess children’s well-being before case closure.

Conducting Structured Assessments to Determine Risks and Progress

CW staff observe how parents respond to parenting classes and score their progress on quanti-

tative structured assessments. This helps them assess the likelihood of the parents’ employing

these skills and strategies when addressing their children’s needs and managing their behaviors.

Topic 13 emerges consistently for both G1 and G3 (with upticks in trends spread out evenly)

because parenting skills play an important role in achieving expedited reunification (as is the

case with G1) but also in more severe cases of abuse/neglect as a means to assess if the parent is

capable of meeting the needs of their children. We observe a similar trend for G2; however, the

topic is less significant since more attention is being paid to managing logistics around multiple

children, caregivers, and birth parents. CW staff also conduct home visits and score quantitative

Figure 17: Time trends for topics focusing on medical consent and schedules management.
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Figure 18: Time trends for topics focusing on scheduling conflicts and time management.

safety assessments from the onset of a case to assess if the home provides safe living conditions

for children. Topic 14 emerges as being significant for G1, with several upticks in trends spread

out evenly. For cases in G1, if the home provides a healthy and clean environment, then CW

staff can provide in-home services to the families such that children’s removal is not necessary.

This topic did not emerge as significant for G2 and G3 (see Figure 19(b)) since the children are

mostly placed with foster parents.

Figure 19: Time trends for topics focusing on parenting classes and safety assessments.

6.5.3 Power analysis of personas

Complex sociotechnical domains such as the child-welfare system consist of underlying power

structures where some parties hold the majority of the power, exercise agency, and exert control

over other parties. Power relationships with respect to CWS have been studied extensively in

sociology literature [250, 234, 381, 77, 373], however, computational text analysis of caseworkers’

narratives to uncover such underlying power structures is an understudied topic.

We conducted power analysis of casenotes and focused on five key personas which are actively

involved at the front-end of child-welfare cases, namely, CW staff, birth parents, foster parents,

birth parents’ support system, and the foster child. Results of this analysis are depicted in

Figure 20 which shows power scores for each persona across the 3 groups, and Figure 21 which
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Figure 20: Power scores for each persona across the 3 groups.

demonstrates the estimated power of personas over other personas. Below, we first interpret our

results for each of the three groups and then compare our findings across the three groups.

Group 1 (1-10 interactions with CWS): As illustrated in Figure 20 (a), birth parents have

the most power for this group. As previously noted, cases in this group generally involve neglect

(lack of childcare, lack of adequate food/clothing) and require birth parents to make adequate

changes within their household to be able to provide a safe living environment for children. CW

staff and the parents’ support system are able to assist them but the parents must exercise their

agency and demonstrate the necessary changes in their lives such that all agreed-upon court

conditions are met and CW staff can recommend reunification at the court hearing. Foster

parents exhibit the most power after the birth parents since they actively care for a child daily

and share the child’s needs and behaviors with CW staff (which informs case planning and service

delivery). Finally, as expected, foster children exhibit the least power (negative score) among

all the personas.

Group 2 (11-40 interactions with CWS): As illustrated in Figure 20 (b), foster parents

exhibit the most power for this group. Foster parents are the primary caretakers for this group

and are actively involved in case planning. Prior studies conducted with CWS in Wisconsin

showed that foster parents exercise the most agency with respect to how the needs and risks

associated with foster children are assessed [395] and how much they are compensated by the state

[396]. CW staff exhibit the most power after foster parents since they manage all the logistics

associated with foster placements, such as finding resources for children, managing medical

consent and medication schedules, scheduling visits, etc. The primary goal of CW staff is to

ensure that foster parents are fully supported, and placement is not disrupted. Moving between

different foster homes adversely affects foster children who develop emotional and behavioral

problems and are unable to form meaningful relationships [56]. Birth parents exhibit lower

power scores as compared to foster parents and CW staff because they may feel disempowered

by the process where their kids are removed and placed with multiple different foster parents.

As previously noted, there may also be a lack of trust between birth parents and foster parents

because of a lack of interpersonal relationships and ambiguity due to overlapping roles.
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Group 3 (40+ interactions with CWS): As illustrated in Figure 20 (c), foster parents exhibit

the most power for this group. Group 3 involves cases where severe abuse and/or neglect has oc-

curred and requires trained and certified caregivers to meet these needs. There is a dearth of good

foster homes in CWS where foster parents are trained in caring for high-needs kids [130, 113],

and therefore, CW staff must prioritize maintaining and supporting these placements. As pre-

viously noted, foster parents in this group may also be next of kin. For either case, there is a

stronger interpersonal relationship between the foster parents and birth parents, which would

explain birth parents exhibiting the most power after foster parents. The higher magnitude of

power scores across personas also provides some evidence of an integrated approach towards

family reunification adopted by CW staff where all personas are involved in child care and

provide caregiver support to each other. Birth parents in this group must also complete manda-

tory court-ordered parenting classes and services (domestic violence, AODA services, etc.), and

consequently, reunification is contingent upon them fulfilling these requirements.

Comparing across Groups: CW staff act in a supporting role for groups G1 and G3 and

exercise the least amount of agency (except for the child) compared to other personas. However,

they take a lead role in G2 with respect to handling logistics and trying to address systemic

barriers so that expedited reunification can be achieved for families. The agency has specialized

meetings in place, called Permanency Consultations, designed to promote collaborative decision-

making and expedite reunification [396]. As previously noted, if reunification does not occur

within 15-months of a family being referred to CWS, the agency must begin exploring alternate

placement options, that is, long-term foster care. CW staff’s main objective is to prevent G2

cases from transitioning into G3 since long-term foster care leads to poor well-being outcomes

for foster children. Moreover, finding good foster placements that can care for high-needs kids is

hard because of a lack of good foster homes in the system. This is also why CW staff maintain

a lower power profile with respect to foster parents. It is imperative that CW staff maintain

good working relationships with both short-term and long-term foster parents so that there are

homes to place children in need of care. Finally, CW staff (when acting in a supporting role for

G1 and G3) also exercise less power as compared to birth parents’ support system. They try

to get the support system involved in the family’s life such that birth parents have additional

caregiver support and trusting relationships that they can rely on during times of crisis. This

lowers the likelihood that the case would be re-referred to CWS due to instances of neglect (lack

of childcare, lack of adequate food/clothing).

Comparing across Personas: Figure 21 depicts a heatmap of power relationships between

pairs of personas. As highlighted in prior work [26], it is possible for a persona to have a

lower (or higher) cumulative power score but a higher (or lower) power score when only their
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Figure 21: Estimated power of personas (rows) on other personas (columns).

interactions with another persona are measured. Interestingly, foster children who exhibit the

least cumulative power appear to exercise more power over all individual personas. This could

provide evidence for why CW staff work closely with birth parents in parenting classes so that

parents are able to manage the behaviors of their children and regain agency in setting healthy

disciplinary boundaries. Similarly, a successful foster placement requires that foster parents are

able to manage the behaviors and needs of children. Inability to manage these needs/behaviors

leads to placement disruptions where foster parents feel disempowered and put in their notice

to end a placement; a significant ongoing concern in CWS [89]. Surprisingly, CW staff appear

to exercise the least amount of power (across all personas). Even for group G2, where CW staff

assume a lead role, they appear to be sharing power across all individual personas.

6.6 Discussion

6.6.1 Unpacking Invisible Patterns of Street-Level Discretionary Work (RQ1)

Our topic modeling results highlight much of the hereto hidden, street-level discretionary work

that caseworkers undertake while helping families (e.g., managing medication schedules, conduct-

ing quantitative assessments, establishing caregiving roles, navigating court proceedings etc.).

These casenotes are collectively curated by CW staff involved at the front-end of case planning

and offer a holistic picture for collaborative decision-making [173, 396]. What makes our results

really important is that they revealed patterns of street-level work that were not even uncovered

during an extensive ethnography at the same agency comprising of observations of collaborative

meetings and interviews with caseworkers to understand their daily work practices and perspec-

tives on algorithmic decision-making tools [396]. For instance, caseworkers help manage medical

consent, medication administration (topics 3 and 11), as well as accompany clients to medical

appointments and court hearings (topics 3, 11, 12). These topics were not highlighted during

the ethnography even though they are collaboratively discussed in the casenotes. This suggests

that qualitative deconstruction of work practices may not reveal all the nuances of invisible labor

and in fact, demand complementary methodological lenses. By extension, we believe that this

151



advocates for a need for both a qualitative and quantitative critique of sociotechnical systems.

Critical computing has become popular at SIGCHI in recent years but remains bounded mostly

by qualitative investigations [116, 265, 145]. Moreover, we also examined the most recent job

descriptions of the child-welfare caseworker positions [484, 390] at two CW agencies in the re-

gion and found that these patterns of work were not formally outlined in them either. The job

descriptions state that caseworkers must complete documentation for court work as mandated

by state law, but as revealed by topic 12 (and exemplar sentences), caseworkers are accompa-

nying parents to court in order to assist them through the court proceedings. On the other

hand, both job descriptions reveal that caseworkers must "conduct and document safety assess-

ments." However, as illustrated by Saxena et al. [396], data from these quantitative assessments

are now being used to develop algorithmic risk assessments. As outlined by prior researchers

[491, 212, 397, 396], these assessments and the administrative data used to build them are fun-

damentally biased. In contrast, our results point out that quantitative analysis of caseworker

narratives can support strength-based, holistic assessments [450] without being bogged down in

the quagmire of biased algorithmic risk assessments.

In sum, computational text analysis of casenotes helped uncover patterns of street-level

discretion -ary work conducted by caseworkers that is otherwise hidden even from the findings

of an ethnography or job descriptions of CW positions. This suggests two broader implications

for SIGCHI research - a need for computational critique as well as a motivation to shift from

biased risk assessments to more holistic strength-based assessments [38, 495, 450].

6.6.2 Understanding Constraints on Child-Welfare Practice (RQ2)

Our results also highlight how constraints affect the work (discretionary or otherwise) that

caseworkers need to do in order to provide better outcomes for children. We find that all children

in CWS are not treated the same as some have higher needs than others (hence, our groups -

G1, G2, G3). This differential need is affected by constraints (e.g., resource, bureaucratic,

temporal, algorithmic, or other) and has been noted in prior work [89, 397]. SIGCHI has

become increasingly interested in the nature of work, especially when mediated/constrained by

technology and algorithms [232, 20, 137]. As illustrated in our results in Section 5.2, different

patterns (topics) of work are highlighted at different times through the life of a case and illustrate

different interventions for different groups of families. For instance, as depicted in Figure 4(a),

CW staff help secures essential resources for families. However, for G1 (less need), this generally

takes the form of economic resources such as employment, food, clothing, and preventive services

such as parenting classes. This requires CW staff to reach out to local parent support groups

and family resource centers to connect clients to such services. Similarly, G2 (medium need)

requires CW staff to find court-ordered services for their clients such as domestic violence classes,
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AODA (alcohol and other drug abuse) classes, therapy, etc. This requires CW staff to reach

out to each of these service providers and find room for their clients. Much of this disparately

available information can be curated into a system and made more accessible to CW staff. For

instance, Yan et al. recently conducted an exploratory study to assess which systemic factors were

associated with the services offered to clients. They offer direct implications for sociotechnical

systems design in child welfare [488, 345].

Similarly, as Figure 6(b) illustrates, CW staff spend a significant amount of time through

the life of a case for Group 2 in making sure that foster parents are actively following the

medication schedules for foster children. As previously noted (see Table 9), Group 2 generally

involved multiple children placed with multiple different foster parents. CW staff must call

foster parents (and do this for all their G2 cases) and make sure that the schedules are being

followed. On the other hand, families in G3 have significant needs and require more care. Here,

CW staff develop individualized trauma-responsive services (e.g., cognitive behavioral therapy,

cognitive processing therapy etc.) for clients through specialized consultation sessions with

medical professionals [450]. As illustrated by Saxena et al. [396], the CWS agency designed

a holistic, strength-based algorithm centered in trauma-informed care to improve collaborative

decision-making for high-needs families.

Summarizing all of these, an important implication arises for algorithms in CWS. Much of

the current work has focused on (a) developing more sophisticated machine learning based risk

assessment algorithms to improve the status-quo [106, 137] or (b) understanding breakpoints,

biases, and ways in which caseworkers make decisions from currently implemented algorithmic

constraints [103, 105, 395, 396]. What is left unexplored at the current moment is whether (a)

we need to be developing machine learning applications in CWS in the first place as well as

(b) if simpler, non-algorithmic technological applications can help in removing some existing

constraints that caseworkers work around (e.g., checking and notifying medication schedules).

This aligns with recent work in worker-centered design in SIGCHI where caseworkers at a job

placement center were averse to the introduction of a risk assessment algorithm (for profiling

individuals) and instead, asked for sociotechnical systems that would help mitigate organiza-

tional constraints and help streamline bureaucratic processes [232]. Caseworkers also perceived

algorithms to be useful if they could support caseworkers’ practices in strengthening cases that

required additional resources [20]. Similarly, caseworkers in child-welfare found utility in a sim-

ple decision-tools that help guide their decision-making processes through a trauma-informed

care framework instead of predicting an outcome of interest [396].
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6.6.3 Uncovering Latent Power Relationships in Child Welfare Systems (RQ3)

Limitations. We note important limitations of this computational power analysis approach

that other researchers must consider before adopting this method. First, we acknowledge that

this approach cannot uncover deep, structural power issues that are systemically embedded

within CWS. We direct the readers to the works of J. Khadijah Abdurahman [5] and Victoria

A. Copeland [121] who have deeply studied power hierarchies in CWS and illustrated that

caseworkers both exercised power and experienced power asymmetries from supervisors, agency

policies, and the court system. Second, since these casenotes are written by caseworkers, they

do not capture families’ firsthand accounts of their interactions with the system. We considered

this methodology to be appropriate for this study for two reasons: 1) casenotes in our dataset

are primarily written by the family preservation team whose goal is to achieve reunification for

children and birth parents. That is, the team’s objectives are aligned with those of the parents

and centered in helping them prepare and achieve a favorable decision in court, and 2) casenotes

are collaboratively written by case management and family preservation workers which adds a

layer of accountability in regard to observations being recording in these casenotes. As illustrated

by our recent study [406], this analysis would be inappropriate to study the casenotes of initial

assessment/investigative caseworkers who exercised more power over families in regard to data

being collected about parents and how critical decisions were made. However, such quantitative

analyses help illustrate these complexities within child welfare where different teams assume

different roles.

We draw from existing SIGCHI scholarship on sociotechnical power rooted in feminist HCI

[43] and worker-centered design [176, 266] to unpack our findings. From this theoretical scaf-

folding, we further distinguish between two kinds of power - first, the structural power that is

systemic within any complex sociotechnical system as well as the power that exists as a result

of day-to-day work relationships. We acknowledge that computational power analysis cannot

structural power issues but rather surface the power complexities that arise from daily work

relationships. Further, we draw from Starhawk’s [435] and Berger’s [52] disentanglement of

these relationships between power-over, power-with, power-to, and power-within relationships.

Largely, we find that in addition to the expected power-over relationships that one might ex-

pect to find within CWS stakeholders, there also exist some other kinds of unexpected power

relationships that complicate some popular media narratives on CWS [144, 342].

Our results find some evidence to support that CW staff exercised a more collaborative,

power-with role (among adults) when they played a supporting role for groups G1 and G3 and

only assumed more power-over relationships (in the case of group G2) when the primary goal

was to expedite reunification such that cases did not transition into long-term foster care (i.e.,
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group G3). This also provides some evidence for the efforts made within CWS from both a

policy and practice standpoint to transition towards a "Families as Partners" model [375] where

parents are supposed to act as equal partners in the case planning process and have agency

in the decision-making process. As previously noted, critical decision-making power in regard

to reunification and termination of parental rights sits with the legal parties (i.e., - district

attorneys, judges) [90, 158] and often frustrates CW staff who are working with birth parents in

their efforts to achieve reunification. These tensions between the court system and CW staff are

well-documented in social work literature [90, 154, 158]. However, as previously noted, this is not

to say that CWS is not riddled with deep systemic issues that disproportionately impact families

of color [251, 369]. On the contrary, our hope with this analysis is to illustrate the daily, working

power complexities within this domain of which CW staff is only a piece of the complex puzzle

comprising several parties with conflicting interests. For instance, a case typically involves four

attorneys - one for each parent, the agency, and the child(ren) where each of these attorneys

advocates for the individual rights of their clients [461].

Different power relationships also help uncover the differences in different families (i.e., -

the three groups) involved in child-welfare and highlight the need to support both the families

and CW staff in different capacities. For instance, CW staff is involved in a supporting, power-

to relationship in both G1 (less need) and G3 (most need) groups, where they help secure

resources for families. However, for G1, this translates into finding material resources (adequate

food/clothing, childcare). Whereas, for G3, CW staff must find ongoing professional services.

On the other hand, G2 cases require that CW staff have a more power-over role in managing the

needs of multiple foster placements. Moreover, different power relationships also directly impact

how data is collected about children, how their needs are assessed, and have serious implications

for algorithmic decision-making. For instance, our prior ethnographic study conducted at this

agency [396] revealed that foster parents exercised significant control over how children’s risks

and needs were quantitatively scored, which impacted their compensation rates and the services

offered to children [396]. This in turn leads to the manipulation of data and the algorithm such

that foster parents received higher compensations. In prior work conducted in CWS [302], these

power imbalances also generated perverse incentive structures for algorithmic decision-making

based on mental health needs. Medical professionals exercise more power than other involved

parties in regard to the quantitative scoring of the needs of children. Consequently, they are

paid when needs are detected and interventions offered. That is, there were clear professional

and financial incentives that encouraged the detection of needs and led to the manipulation

of the algorithm [302]. On the other hand, CW staff were trained to conduct mental health

assessments; however, the detection of needs invariably led to more work on their part because
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it required them to find and secure services for children. That is, the short-term incentive for

CW staff was to not detect needs so as to limit the amount of work [302].

In sum, our analysis unpacks different kinds of work power relationships (e.g., power-over,

power-to [435, 52] etc.) between CWS stakeholders depending on the context and aligns well

with prior social work literature on power relationships in CWS [77]. These results imply that

human-centered algorithm design in child welfare needs to understand and consider these power

relationships to support the primary objective of providing positive outcomes for foster children.

6.7 Limitations

Our study only used casenotes from one CW agency in a US midwestern state, so our findings

may not be generalizable to other states where different policies and regulations impact daily pro-

cesses and decisions. Nevertheless, this study offers the methodology to perform computational

narrative analysis in other CWS contexts and can help generate similar insights. Moreover, al-

though all caseworkers are trained to record interactions and decisions in casenotes, their writing

styles may vary. For instance, some caseworkers may not write details about characteristics cap-

tured in assessments (e.g., living conditions when scoring home-safety assessments). Moreover,

it is imperative to note that casenotes may contain more contextual information, however, they

are still based in workers’ impression of family circumstances and could potentially introduce

biases into decision-making [406].

6.8 Conclusion

This study offers the first computational inspection of casenotes and introduces them to the

SIGCHI community as a critical data source for studying complex sociotechnical systems. We

applied topic modeling with LDA on collaboratively curated case narratives by CW staff. The

casenotes are highly contextual for every family yet carry similarities concerning the processes

families follow in child-welfare, including critical decisions made and personas involved at the

front end of case planning. Our results show that on-the-ground caseworkers engaged in several

patterns of hidden labor that were not uncovered in prior ethnographic work or depicted in job

descriptions. Analysis of different cases (based on the number of interactions) revealed that CW

staff need to support families differently and further helped contextualize the meaning of topics.

For instance, CW staff acquired different resources for G1 families (less need) vs. G3 families

(high need). Finally, power analysis of casenotes revealed the power asymmetries within CWS

that contest the dominant societal narrative that caseworkers exercise significant autonomy

and are responsible for the removal of children. The power asymmetries have implications

for algorithmic decision-making as these latent power structures directly impact algorithmic

decisions and help us understand which personas exercised more agency in decision-making.
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CHAPTER 7: RETHINKING "RISK" IN ALGORITHMIC SYSTEMS THROUGH
A COMPUTATIONAL NARRATIVE ANALYSIS OF CASENOTES IN THE CHILD
WELFARE SYSTEM

ABSTRACT: Risk assessment algorithms are being adopted by public sector agen-

cies to make high-stakes decisions about human lives. Algorithms model “risk” based

on individual client characteristics to identify clients most in need. However, this un-

derstanding of risk is primarily based on easily quantifiable risk factors that present an

incomplete and biased perspective of clients. We conducted computational narrative

analysis of child-welfare casenotes and draw attention to deeper systemic risk factors

that are hard to quantify but directly impact families and street-level decision-making.

We found that beyond individual risk factors, the system itself poses a significant

amount of risk where parents are over-surveilled by caseworkers and lack agency in

decision-making. We also problematize the notion of risk as a static construct by high-

lighting the temporality and mediating effects of different risk, protective, systemic,

and procedural factors. Finally, we draw caution against using casenotes in NLP-based

systems by unpacking their limitations and biases embedded within them.

7.1 Introduction

Public sector agencies such as the child-welfare, criminal justice, unemployment services, and

public education have experienced a fundamental economic shift over the last two decades in

regard to how governance practices are carried out and how clients are “assisted” by street-level

civil servants. Economic principles centered in cost reduction, efficiency, and productivity are

now being applied to public services where several sectors have experienced privatization with a

core focus on optimization and austerity [163, 377]. “Risk” has been one of the core organizing

principles in this economic shift in governance where administrative data accumulated by gov-

ernment agencies about citizens purportedly allows them to preemptively recognize clients in the

riskiest circumstances [83, 22], i.e. – clients most in need of public assistance, clients most likely

to harm others or engage in unlawful behavior, and clients who pose the most risk to govern-

mental apparatus in terms of resources used. Government agencies are employing algorithmic

systems to predict outcomes such as the risk of recidivism [212, 152], risk of child maltreatment

[397, 99], risk of long-term unemployment [232, 20], risk of extended homelessness [163], among

others. This preemptive recognition and mitigation of "risk" through predictive models is a

defining characteristic of what scholars have called digital era governance [81] or digital welfare

states [18]. However, there is a mismatch between how risk is quantified empirically [397] based

on administrative data versus how it is understood theoretically [34] in these domains.
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Empirical risk predictions hold the promise of providing consistent, cost-effective, and objec-

tive decisions, and bringing a new data-driven perspective to government agencies where data

would bear the promise of future bureaucratic efficiencies [232]; however, audits of these systems

have revealed that they instead achieve worse outcomes [396], embed human biases present in

administrative data [152, 444], appear nonsensical to workers [256, 396], and exacerbate existing

racial biases [99]. Consequently, researchers studying fairness, accountability, and transparency

in algorithmic systems have developed technical definitions of "fairness" and "bias" and for-

mulated them into systems design to achieve equitable outcomes. These approaches may lead

to the development of systems that are mathematically fair, however, they still continue to fo-

cus on a narrow understanding of "risk" as derived from empirical administrative data while

drawing attention (and resources) away from the complexities in the decision-making ecosystem

and ecological nature of risk that families and caseworkers experience on the street-level [397].

To address these gaps in computational research, SIGCHI scholars have begun to examine how

quantitative methods can be used to uncover complexities and latent patterns within sociotech-

nical systems [87, 207, 404]. In this study, we accept this call, and instead of quantifying risks

using administrative data, we focus on uncovering human interactions between caseworkers, fam-

ilies, and other child-welfare stakeholders to understand the multiplicity and temporality of risk

factors that arise in child-welfare cases through the lens of computational narrative analysis of

casenotes, i.e. - rethinking "risks" as they occur on the street-level and recorded in caseworkers’

narratives as opposed to what is quantified in the administrative data. We used the socioeco-

logical model of health and development that has been recently used to study risk, protective,

systemic, and procedural factors associated with child maltreatment [34] as the theoretical lens

for grounding our quantitative analysis. In this study, we pose the following research questions:

• RQ1: Which factors in the child-welfare ecosystem directly impact street-level decision-

making and family well-being?

• RQ2: How do these critical factors interact and what is the impact of this interplay on

decision-making?

• RQ3: How do these critical factors fluctuate and mediate each other throughout the life

of child-welfare cases?

Abebe et al. [6] argue that computational research has meaningful roles to play in addressing

social problems by highlighting deeper patterns of injustice and inequality. In this regard, they

formulate roles that computing can play and define computing as rebuttal when it illuminates

the boundaries of what is technically feasible and define computing as synecdoche when it
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makes long-standing social problems newly salient in the public eye. In this study, we assume

these roles and make the following contributions:

• We use computational narrative analysis [404, 26] to uncover the different risk, protective,

systemic, and procedural factors that impact decision-making and draw these connections

to the theoretical understanding of risk in sociology and child-welfare literature [34].

• We showcase how these different factors interact with each other where systemic and pro-

cedural factors can amplify the risks that families experience in the child-welfare system.

• We highlight how these factors change over time and can compound uncertainty in decision-

making due to a lack of clarity about the trajectory of cases. We further complicate the

use of predictive risk models (PRMs) because no temporal point estimate of risk offers a

complete picture of family well-being.

• We surface the limitations and biases embedded within child-welfare casenotes and draw

caution against using these narratives for downstream tasks (e.g., predicting the risk of

child maltreatment) in NLP-based systems. Alternately, an upstream approach, as adopted

by this study can help uncover dynamic and transitory signals embedded within the so-

ciotechnical practices of decision-making.

This study responds to calls within SIGCHI research to investigate complex sociotechnical

systems from both a qualitative and quantitative lens to understand the opportunities and limi-

tations of computational research towards highlighting social problems and addressing injustices

[28, 330, 6].

7.2 Related Work

In this section, we first discuss recent research within SIGCHI conducted in the public sector

followed by research conducted on computational text analysis of sociotechnical systems.

7.2.1 Public Sector Research within SIGCHI

The SIGCHI community has a long-standing history of conducting research in the public sector

and designing sociotechnical systems that empower public sector workers [232, 20, 400, 257]

and affected communities [433, 72, 432, 38]. Most relevant to this study, SIGCHI research spans

across digital civics [150, 299], digital governance [81, 295], and algorithmic governance [256, 386]

where HCI scholars have studied issues of citizen engagement in the public space [274, 150],

citizen activism [317], empowerment of affected communities [72, 363], centering worker well-

being in gig work [493, 453, 452, 394], and engaging in action research with community partners

[120]. As government agencies experience renewed neoliberal market forces centered in austerity
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and privatization [290, 490], digital governance platforms are being developed through public-

private partnerships [125] or by contracting tech startups [238, 371]. Here, HCI researchers

have also questioned the forms and limitations of participatory design in the public sector that

is increasingly experiencing the deployment of technologies developed through public-private

partnerships for the administration of smart cities [299, 150]. In addition, HCI scholars have

also brought into question the core function of government services that were designed to act

as "caring platforms" by serving the public good but are now being operated based on business

models of private corporations [295]. That is, public services designed to “serve” the people

should not be optimized or reduced to the performance metrics of the business world. To oppose

this, HCI scholars have also advocated for adopting “care” as a design framework for developing

systems that upload values of a caring democracy [325, 449, 206]. Here, a critical aspect of civil

servants’ labor involves conducting care work in the context of risk. Gale et al. [184] describe

this as “risk work” where civil servants are tasked with assessing and managing risks, minimizing

risks in practice, and translating risk in different contexts. However, risk work (i.e., human

discretionary work) in the public sector such as assessing the risk of child maltreatment [397],

risk of recidivism [212], risk of long-term unemployment [20], risk of long-term homelessness

[270], etc. is increasingly mediated through algorithmic systems.

Consequently, HCI researchers have also started studying how human discretionary work is

changing in the public sector and adopted Lipsky’s theory of street-level bureaucracy [297] to

understand how street-level bureaucrats or civil servants (e.g., caseworkers, police officers, judges,

educators) reflexively balance the needs of citizens against the demands of policymakers. With

the adoption of digital technologies and several decisions about citizens being made from ‘behind

a screen’, Bovens and Zouridis adopted Lipsky’s theory to highlight how public services were

transforming into screen-level bureaucracies [62]. Most recently, Alkhatib and Bernstein adapted

Lipsky’s theory into street-level algorithms [16] to further highlight the shift in governance as

a result of algorithmic decision-making. This has further allowed researchers to investigate the

intersection of human discretionary work conducted at the street-level and algorithmic decision-

making [354, 396, 464, 232, 20, 385, 395]. Much of this scholarly work conducted in these domains

has found that there is a mismatch between how risk is empirically quantified and predicted

by algorithms versus how risk is theoretically understood, informs street-level practices, and

impacts families in need of public services. This mismatch also leads to unreliable decision-

making and frustrations on part of civil servants who are mandated to use algorithmic systems

[256, 396]. Specific to the child-welfare system, algorithmic governance systems in the form of

predictive risk models (PRMs) are being adopted as a means to proactively recognize cases where

children are at high risk for maltreatment and offer targeted services to these families. However,
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recent studies have found that such systems exacerbate racial discrimination and inequalities

and further undermine the rights of low-income communities [99, 355].

A nationwide survey on predictive analytics in child-welfare conducted by the American Civil

Liberties Union (ACLU) in 2021 revealed that 26 states have considered employing predictive

analytics in child-welfare [391]. Of these 26 states, 11 are currently using them [391]; however,

audits of these systems reveal that they are achieving worse outcomes for families and exacer-

bating racial biases [171, 454, 344, 230]. Due to these concerns, Los Angeles County and Illinois

have shut down their predictive analytics programs in the past [171, 454] with Oregon recently

joining their ranks in June 2022 [344]. A recent study conducted by Cheng and Stapleton et al.

[99] on the Allegheny Family Screening Tool (AFST) found that AFST-predicted decisions were

racially biased, and workers reduced these biases by overriding erroneous decisions. AFST was

designed to mitigate call screeners’ biases and subjective decisions and augment decision-making

by making it more objective through data. Ironically, AFST has introduced more complexities

in decision-making and the call screeners are the ones mitigating algorithmic biases. Another

recent study conducted on Eckerd Rapid Safety Feedback showed that the algorithm did not

reduce incidences of subsequent child maltreatment [355]. A literature review of child-welfare

algorithms in the United States also revealed other sources of biases embedded in the predictors,

outcomes, and computational methods being used to develop these systems [397]. This study

also highlights that the majority of algorithms used in CWS are predictive risk models. Finally,

a study conducted by Kawakami et al. [256] on AFST showed that there were misalignments be-

tween AFST’s predictive target and call screeners’ decision-making objective where call screeners

relied more on their contextual understanding of the family and risk factors to make decisions

rather than empirical risk as predicted by AFST. That is, call screeners, focused more on con-

textual risk factors that families experienced on the street-level as opposed to risk quantified

using administrative data.

Federal initiatives such as improved data infrastructures for CWS [225] have paved the way

for tech startups to develop and pitch algorithmic systems to human services agencies across

different states [239, 371, 447, 238]. However, there is a need to critically examine the current

points of failure in the design of predictive risk models (PRMs). Critical to the conversation

about PRMs is also the underlying principle of "risk" and how its understanding has shifted

in response to the restructuring of public services to be economically efficient and productive

[83, 377, 22]. Traditionally, child-welfare services have focused on risks and protective factors

within families to be able to provide them with individualized care. However, with a shift towards

an empirical understanding of risk and the introduction of PRMs, risk has now become a function

of client characteristics as existing in prior cases and their impact on a predictive outcome (i.e.,
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risk of maltreatment). That is, risk is estimated based on historical administrative data and is

being used to identify the "deserving poor" who pose the most risk to governmental apparatus

[163]. Redden et al. [377] refer to this as the embedded logic of actuarialism that also obfuscates

and drives attention away from social and structural issues that bring poor and vulnerable

communities under the attention of public services such as the child-welfare system [258].

7.2.2 Computational Text Analysis Research within SIGCHI

Recent works studying sociotechnical systems have employed computational text analysis tech-

niques such as topic modeling, sentiment analysis, and part-of-speech tagging to understand

sociotechnical systems [404, 27, 97]. Nguyen et al. [339] argue computational text analysis on

texts involves unpacking textual information that is inherently socially and culturally situated

where there exists no absolute ground truth. While this poses challenges, this method also offers

opportunities to uncover dynamic and transitory phenomena present in sociotechnical systems

[10]. Prior research has shown that computational text analysis can aid traditional qualitative

methods by quickly scaling to large text corpora, aggregating text for analysis, and reducing

directionality biases or qualitative oversimplifications [248, 140, 339]. Furthermore, recent re-

search has found that machine learning techniques such as topic modeling carry similarities with

qualitative methods such as grounded theory, and offer supporting and complementary insights

into text [334]. For example, Baumer et al. [47] employed topic modeling and grounded theory

on survey responses and found that the two methods yielded similar results, although the former

uncovered patterns at lower abstraction levels.

Various domains, including public policy, child welfare, health, and communication, have

applied computational text analysis on varying lengths of texts to investigate issues relevant

to the public sector [387, 240, 404, 140, 27]. Notably, Saxena et al. [404], and Antoniak et

al. [27] found that topic modeling and sentiment analysis on dense and unstructured narrative

texts can provide insights not necessarily revealed via manual qualitative methods. Through

topic modeling, they showed the technique could uncover invisible patterns of human activity,

constraints that affect human decision-making within the domain, and latent day-to-day power

dynamics between agents. In a similar vein of work, Abebe et al. [7] found that computational

text analysis of texts can uncover holistic and contextualized details in pregnancy-related tweets

and could predict maternal mortality rates at a higher accuracy rate than using socioeconomic

and risk variables. Prior applications of topic modeling have also found evidence showing how

the technique can support manual analyses of text. For example, Rodriguez and Storer [387]

showed that by plotting a topic model correlation network for tweets related to domestic violence,

topic modeling can provide a descriptive analysis of texts, which is comparable to first-round

qualitative analysis. Isoaho et al. [240] also noted policy analysis journals extensively use topic
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modeling as a computational text analysis technique because it can aid manual analyses of

texts. Most recently, Showkat and Baumer [420] engaged in speculative design workshops with

journalists and legal experts and examined these domain experts’ value expectations regarding

automated NLP systems. Their study uncovered tensions around the technical implementation

of such systems and implications for when ’not-to-design’ them.

Public administrative work often involves collaborative decision-making where civil servants

continuously negotiate with multiple stakeholders involved in cases and document case-related

information drawn from multiple sources (e.g., meeting notes with other caseworkers, observa-

tions, and email or phone exchanges) [20, 404]. While this sector frequently uses predictive

algorithms, civil servants have expressed doubt on the utility of such technologies [20, 100]. In-

stead, civil servants have expressed a desire for technology to support work processes and case

management rather than profiling individuals [232]. Responding to these stakeholder needs; we

applied computational narrative analysis to uncover critical aspects of child-welfare to better

understand the domain. For this study, we applied CorEx [185], a semi-supervised topic model

which can be used to uncover topics that are specifically associated with the above factors. Un-

like unsupervised LDA topic models, which are prone to highlighting dominant themes in texts,

CorEx incorporates user-provided domain knowledge in the form of anchor words that allow the

topic model to uncover specific topics of interest associated with these anchor words [29, 383, 3].

7.3 Research Context

We partnered with a child-welfare agency in a metropolitan area in a Midwestern U.S. state that

is part of the broader child-welfare system that was recently investigated by Saxena et al. (2021)

[396]. This agency is contracted by the state’s Department of Children and Families (DCF)

and provides child-welfare services to families that are currently under investigation by DCF.

Allegations of child maltreatment are investigated by DCF’s Initial Assessment (IA) caseworkers

and if maltreatment is substantiated and the case is opened for a CPS investigation, the family

is then referred to this non-profit agency to provide child-welfare services. The agency must

comply with all DCF standards and policies and meet its accountability requirements. During the

initial court hearing, mandatory services and supervised visitation requirements are negotiated

between each parent’s attorney, the district attorney’s office, and the judge. The agency provides

case management services, parenting classes, permanency consultations, services to foster youth

transitioning into adulthood, in-home services when children are not removed from the care of

parents, foster care and adoption services, and family preservation services. It is important to

note here that critical decision-making power in regard to reunification, termination of parental

rights, transfer of guardianship, and adoption sits with the court system and caseworkers can

only make recommendations to the district attorney’s office. We obtained Institutional Review
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Board (IRB) approval from our private research university to use casenotes for this research.

Critical to the understanding of child-welfare is also the Adoption and Safe Families Act

(1997). This legislation introduced some of the most sweeping changes to the child-welfare

system and shifted the focus primarily toward child safety concerns and away from the policy of

reuniting children with parents regardless of prior neglect/abuse. It introduced federal funding

to assist states with foster care, adoption, and guardianship assistance and expanded family

preservation services. In addition, it also introduced a 15-month timeline where states must

proceed with the termination of parental rights if the child has been in foster care for 15 out of the

last 22 months [209]. This speedy termination of parental rights has received widespread criticism

but still establishes the restrictive legislative framework within which caseworkers must conduct

their work [216]. To ensure expedited permanency9 for foster children, the agency employs

concurrent planning such that two simultaneous plans begin when a child enters foster care –

a plan for reunification with birth parents and a plan for adoption or transfer of guardianship

if reunification is not possible (henceforth, permanency plan). The goal here is to ensure that

children do not incessantly stay in foster care if reunification fails because extended stay and

interaction with CWS lead to poor long-term outcomes for foster children where they are unable

to form lasting relationships.

Saxena et al. (2022) [404] used unsupervised LDA topic models to study casenotes and

uncovered patterns of invisible labor undertaken by caseworkers as well as showed how different

systemic constraints impacted different families based on case complexity and their level of

need. Their study conducted the first computational inspection of child-welfare casenotes and

provided the computational basis for conducting similar studies in the public sector that seek

to uncover latent contextual signals embedded in these sociotechnical systems. In this study,

we go a step further and focus on the dynamic and transitory factors that impact caseworkers’

decision-making and family well-being. We use semi-supervised topic models [186] that embed

domain knowledge in the form of anchor words to specifically uncover different risk, protective,

systemic, and procedural factors that impact street-level decision-making. By embedding domain

knowledge based on Austin et al.’s framework [34] into the CorEx topic model, we are able to

guide the model towards specific topics of interest and uncover the multiplicity and temporality of

risk factors that are experienced by families and impact caseworkers’ decision-making. We further

problematize the notion of empirical risk by highlighting the various systemic and procedural

factors that augment risks posed to families but can not be quantified.

9Permanency is defined as reunification with birth parents, adoption or legal guardianship.
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7.4 Methods

In this section, we first introduce the casenotes dataset and the data cleaning process. Next, we

discuss the data analysis and interpretation process. For this study, we adopted Correlation Ex-

planation (CoRex), a semi-supervised topic modeling method developed by Gallagher et al. [186]

that allows us to incorporate existing domain knowledge into the topic generation process via

the use of anchor words. Unlike the generative topic modeling approach (i.e., LDA topic models)

employed by Saxena et al. (2022) [404] which requires specifications for hyperparameters and

detailed assumptions, this study uses semi-supervised CoRex topic models that do not assume

an underlying generative model. CoRex allows us to embed domain knowledge through anchor

words which further promote topic separability and representation. In addition, generative topic

models may only portray dominant themes (or topics) in a corpus, however, CoRex, through

the incorporation of meaningful domain words, allows us to surface topics that may otherwise

be underrepresented in the corpus.

7.4.1 Dataset

We obtained casenotes written by the Family Preservation Services (FPS) team. FPS focuses

on assisting birth parents achieve reunification with their children by providing crisis support,

parenting classes, and helping improve family functioning [190]. This team works closely with

families throughout the child-welfare process and interacts with them in-person on a regular

basis. The success and effectiveness of FPS is assessed in terms of how many families are suc-

cessfully reunified. Here, casenotes serve multiple purposes – 1) they provide a roadmap of all

interactions and decisions made and are submitted to the DA’s office if/when FPS recommends

reunification for a family, 2) they highlight birth parent’s progress in their efforts to achieve re-

unification, 3) they ensure accountability among all caseworkers (i.e., family preservation team

and case management team) and consistent recording of interactions [173, 424]. Writing de-

tailed casenotes is a central component of FPS caseworker duties who are mandated to follow

documentation standards established at the agency [173]. We manually analyzed several sources

of text data such as family assessments, safety plans, and discharge summaries, and settled on

FPS casenotes for this study since they carried the most detailed and contextual information

from ongoing face-to-face interactions with families as compared to the casenotes of investigative

or initial assessment (IA) caseworkers that contained ’perceived’ risks from initial interactions.

That is, we conducted a significant amount of manual exploration to assess which data sources

were useful and appropriate for analysis. We obtained records of 12,391 casenote entries (the

‘dataset’) for 462 families referred to the agency around May 1, 2019, and worked with Family

Preservation until December 31, 2021, or were discharged sooner.
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Metric Value
Number of casenotes with more than 1500 words 134

Average number of words per casenote 1,461
Number of words in longest casenote 16,601

Number of unique words 20,751

Table 21: Corpus Statistics

7.4.2 Data Cleaning, Preparation, and Anonymization

The dataset contains casenote entries for families identifiable by their unique family identification

numbers. To understand the dynamic relationship between CW staff and family members, we

compiled the narrative casenotes for each of the 462 families by their family identifier (i.e.,

the ‘family ID’) in chronological order. We then cleaned and anonymized the casenotes by

removing punctuation and names if they appeared in the 2010 U.S. Census ad Social Security

names dataset [78, 13]. Numbers in the texts were also replaced with the label NUM to prevent

numbers from raising confounding signals in our analysis. Lastly, consistent with Schofield et al.

[408] who found removing stopwords led to superficial improvements in topic model solutions, we

kept all short words and stop words in the texts as we found regardless of whether we removed

these words, the topic models yielded no significant variations. Table 21 depicts the summary

corpus statistics after we followed the above cleaning and preprocessing steps.

7.4.3 Data Analysis Approach

In this section, we discuss our data analysis approach for our three research questions. Saxena

et al. (2022) [404] showed that Latent Dirichlet Allocation (LDA) can be an effective method to

computationally study casenotes in the child-welfare system. However, LDA is an unsupervised

generative probabilistic method [247], which does not have the option to incorporate domain

knowledge in the modeling and topic generation process. As such, we build upon this prior study

by adopting a semi-supervised Correlation Explanation (CorEx) topic modeling approach. This

approach uses word-level domain knowledge by embedding anchor words. According to Gallagher

et al. [186], anchored CorEx can offer the following advantages compared to LDA methods: 1)

anchoring words allows for topic separability. The topic clusters generated by anchored CorEx

have been found to be more homogeneous and contain adjusted mutual information, 2) Anchored

CorEx can represent topics better. Anchoring domain knowledge to a single topic can help

uncover representative topics, and 3) anchored CorEx allows the user to explore complex issues

within a document by finding interesting and non-trivial aspects within the texts.

CorEx Topic Modeling (RQ1)

To answer RQ1 and inform the selection of anchoring words for analysis, we picked 10 families

that had 10-15 interactions with the agency, another 10 families that had 30-35 interactions,
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and finally, 10 families with the most interactions and manually inspected their casenotes to

understand the factors that impacted critical decisions and family well-being. A word map was

made to facilitate our examination. Next, we used the socioecological model of health and devel-

opment that has been recently used to study risk, protective, systemic, and procedural factors

associated with child maltreatment [34] as our theoretical lens to be able to incorporate domain

knowledge into our quantitative analysis (in the form of anchor words). Risk factors refer to

parental experiences, behaviors, and characteristics that increase the likelihood of maltreatment

(e.g., mental health, drug use, domestic violence) [34]. Protective factors are characteristics

that mediate risk factors and reduce the likelihood of maltreatment (e.g., social support system,

self-regulation, social skills). Systemic factors (or environmental/community factors) refer to

socioeconomic factors such as employment, housing, health insurance, and transportation that

impact low-income families. Finally, procedural factors (or societal factors) refer to the policies,

protocols, and street-level regulations that underscore the entire child-welfare process and must

be followed by families, caseworkers, and all other involved parties, i.e. - procedural factors

establish the legislative framework within which all the decisions must be made.

Therefore, we specified anchoring words for four topics based on these critical factors from

the socioecological model [34] and also our manual inspection of casenotes. The anchoring

words for the four topics are shown in table 22. To select the optimal model for our data, we

tried to maximize the Total Correlation (TC) value of the models. Total correlation measures

the total dependence of topics on the document. The higher the TC value, the more effective

the model is in describing the document. We also considered two other aspects, the number

of topics and the anchor strength. The anchor strength controls how much weight CorEx puts

toward maximizing the mutual information between the anchor words and their respective topics.

Anchoring strength is positively correlated with TC. Gallagher et al. [186] suggest that setting

anchor strength from 1.5-3 can nudge the topic model towards the anchor words and setting it to

a value greater than 5 can strongly enforce the CorEx topic model to find topics associated with

the anchor words. In our analysis, we found that TC in the CorEx model tends to increase as

the number of topics increases. For interpretability, we limited the number of topics to under 20.

In the model selection process, we ran all combinations with the topic number from 4 to 20 and

the anchor strength from 1 to 6. The model with an anchor strength of 6 and topic number of

19 showed maximum TC. We, therefore, decided on these parameters for the final model for our

analysis. Next, four co-authors of this paper individually interpreted and labeled topics based

on top keywords and exemplar casenotes. Then, the authors discussed the interpretations and

refined topic labels until all authors reached a consensus.
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Topics Anchoring Words
Risk Factors ‘neglect’, ‘violent’, ‘anger’, ‘drug’, ‘criminal’, ‘behavior’
Protective factors ‘encourage’, ‘receptive’, ‘protective’, ‘family’, ‘support’, ‘care’
Systemic factors ‘rent’, ‘job’, ‘transport’, ‘insurance’, ‘medication’, ‘resource’
Procedural
factors

‘attorney’, ‘court’, ‘consent’, ‘appointment’, ‘evaluation’,
‘voicemail’

Table 22: Anchor Words associated with Risk, Protective, Systemic, and Procedural Factors

Qualitative Axial Coding (RQ2)

While interpreting our topics based on top keywords and exemplar casenotes, we learned that

there was an overlap between several key factors (i.e., risk, protective, systemic, procedural)

where a topic could belong to more than one category. For instance, lack of adequate hous-

ing is a systemic factor, however, it poses a direct risk to families. Therefore, we conducted

qualitative axial coding [126] to understand how these different factors were related to one an-

other. We placed risk factors at the center of this process (i.e., the core phenomena) and then

assessed how other factors influenced the core phenomena, procedures formulated to influence

the core phenomena, or general strategies carried out as a response. Figure 22 depicts these

inter-relationships between the four categories.

Group Analysis of Topic Popularity Over Time (RQ3)

Prior social work studies have found that the duration of time that families spend in the child-

welfare system is related to the complexity of their respective cases [366, 89]. Here, case com-

plexity may depend on maltreatment type, financial need, substance abuse or health concerns,

and the age or number of children. In light of heavy workloads carried by caseworkers and high

turnover, agencies often group cases into high, medium, and low needs so caseworkers have more

equal caseloads [276]. Saxena et al. [404] also found that time spent with CWS (i.e., number

of interactions with CW services) can indicate case complexity. As such, we grouped families

into three groups - Group 1 (low needs), Group 2 (medium needs), and Group 3 (high needs).

Due to space considerations and to improve readability, we only focus on Group 3 in this study.

Group 3 includes families with 40+ interactions with the agency. Next, we plotted topics from

the trained CorEx topic model in Section 7.4.3 over time to understand which topics (i.e., risk,

protective, systemic, and procedural factors) emerged as significant at different temporal points

in a case. To accomplish this, we followed the methodology from Saxena et al. [404], where we

concatenated casenotes for each family in each group and then chronologically arranged them.

As these casenotes tracked the trajectory of CWS events, we then equally divided the casenotes

into ten segments, so each segment had the same number of words [404]). Equal segmentation

of casenotes thus allowed us to create normalized segments that can track the "Life of a Case"

for different families involved with CW services at the agency for differing lengths of time.
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7.5 Results

In this section, we discuss our results organized by our three research questions. For the sake of

readability, we present our semi-supervised topic model solution organized by our set of anchor

words, i.e. - risk, protective, systemic, and procedural factors. Topics are grouped in Table 1

based on anchor words and labeled T0-T18.

# Theme Topic Unique keywords

1.

Risk Factors
that Impact
Family
Well-Being

T0: Substance Misuse and Mental Health
Issues

behavior, drug, anger, neglect,
violent

T11: Risks arising from Inability to Manage
Child Behaviors

mother, feels, expressed, child,
frustrated, understand

T7: Risks arising from Environmental
Factors or Past Trauma

choke, vented, trafficking,
boyfriend, fight, steal

T18: Risks arising from High Medical Needs
of Children

observes, documentation,
provides, informs, appointment,
recover

2.

Protective
Factors that
Impact Family
Well-Being

T1: Building Protective Factors in a Child’s
Ecosystem

family, care, support,
encourage, preservation,
receptive, growing

T4: Recording Parents’ Progress during
Supervised Visits

kisses, burped, engaged,
activity, redirected, attention

T6: Addressing Parenting Challenges
through Parenting Classes

communicated, related,
clarified, reiterated,
enrichment, negative

T8: Employing Parenting Techniques
through Parenting Curriculum

parenting, curriculum, session,
completed, chapter

3.
Systemic
Factors that
Impact Families
and Decision-
Making

T2: Critical Economic Resources Needed for
a Stable Household

rent, resource, insurance, pay,
medications, landlord

T10: Unforeseeable environmental or
systemic factors that augment risk

assisted, residence, supervised,
settled, transition, issues

T16: Access to Household Necessities
through Public Assistance and Community
Providers

communicated, collateral,
home, pantry, bus

4.

Procedural
Factors that
Impact
Decision-
Making

T3: Legal Processes Associated with
Child-Welfare Cases

appointment, court, consent,
attorney, evaluation

T5: Caseworkers’ efforts towards Finding
Services for Clients

services, information,
resources, health, mental, aoda

T9: Risks Arising from Street-level Decisions
and Time Constraints

services, help, mother, housing,
feels, provided, therapy, health

T12: Managing Logistics Associated with
Supervised Visitations, Classes, and
Appointments

visits, case, shared,
information, discuss, check,
aware

T13: Relationship between Caseworkers and
Families

waited, voicemail, shared,
frustrated, complaint,
responded

T14: Barriers Associated with Following
Permanency Plan

received, visits, missed,
explained, called, reports,
schedule

T15: Conducting Home Visits and Safety
Assessments

observed, dressed, clean, free,
marks, visible, injury

T17: Recording and Sharing Details about
Services, Classes, and Appointments

room, arrived, played, visit,
time, center

Table 23: 19 topic semi-supervised model solution organized by four sets of anchor words. Topics
are labeled T0-T18.

7.5.1 Critical Factors Arising in Child-Welfare Cases that Impact Decision-Making

In this section, we first discuss our results grouped by our sets of anchor words and explain the

different risk, protective, systemic, and procedural factors that impact family well-being and the

decision-making process. In exemplar casenotes below, FPS refers to the Family Preservation

Specialist and CM refers to the Case Manager.
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Risk Factors that Impact Family Well-Being

We first grouped our topics based on risk factors that arise in families and are noted by case-

workers in casenotes. Substance and/or alcohol misuse and mental health issues emerged as the

most dominant risk factors (and also the most dominant topic) in the topic model solution. This

finding aligns with prior literature that found that one-third to two-thirds of child abuse/neglect

cases involve substance use disorder [192, 34]. Reading through casenotes for this topic, and as

depicted by the exemplar sentence below, we also learned that substance use disorder (SUD)

generally overlaps with some mental health issues. That is, in cases where SUD was a concern,

mental health services were frequently discussed alongside AODA (Alcohol and Other Drug

Abuse) services. This finding is also consistent with prior literature [193, 34].

Topic 0 example: FPS and Mr. BN discussed why Mr. BN has not been in contact with

FPS. Mr. BN discussed having alcohol poisoning and explained that he felt embarrassed

and did not want to talk with FPS. Mr. BN continued saying that he did not want people

thinking that he was not interested in getting his daughter back. Mr. BN informed FPS that

he is in anger management and AODA classes and shared location of the AODA and anger

management classes.

Risks arising from environmental factors or past trauma is the next dominant risk factor

where domestic violence or intimate partner violence was consistently discussed in casenotes.

Prior work has found that intimate partner violence, especially in the case of single parents can

pose an ongoing risk to the family (i.e., the parent and child) [446, 34]. This is also challenging

for child-welfare workers because they are unable to include a significant other in case planning

because they are not a biological parent and are not legally bound to the case [123]. The exemplar

sentence below depicts how intimate partner violence can create risky situations for the family.

Inability to manage child behaviors emerged as the next significant risk factor. These cases

generally involve minor cases of neglect that can be addressed with parents developing proper

intervention and disciplining skills that reinforce positive behaviors in children. Caseworkers,

especially Family Preservation Specialists (FPS), work with parents through parenting classes

offered at the agency. Another risk factor arises as a result of a lack of trust and a poor

relationship between parents and caseworkers. We witnessed several examples of this in casenotes

where parents believed that the caseworker was unable to handle the case or needed assistance.

In the top exemplar casenote for this topic, parents say that they will be filing a complaint

against the worker. Prior work has found that a healthy working relationship between parents

and caseworkers is essential for achieving positive outcomes for families and ensuring that cases

are not re-referred in the future [89].

Topic 7 example: [Significant other] kicked down the apartment door. Downstairs neighbors
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were upset and apartment landlord stated that she had called the police and they gave her

a number for reference. Affordable Rental was called to fix the door. FPS contacted for

affordable rental to see if they could move Ms. AP [parent] to another apartment. They

stated that they had no apartment available and she would have to wait until September to

see if something becomes available for rent. FPS then transported Ms. AP to MPD [police

department]. MPD was unable to locate the purse. EM [child] was asleep when everything

had happened.

Building Protective Factors within Families

The majority of cases of child maltreatment are cases of neglect that are referred to CWS due

to deeper systemic issues such as lack of access to child care, lack of access to healthcare, and

lack of affordable housing [34, 89]. Such issues can be addressed by ensuring that parent(s) have

additional caregiver support. As depicted by Topic 1 and the exemplar casenote below, case-

workers work with parents to get other family members (e.g., relatives, grandparents) involved

so that the parents have additional support, especially during stressful circumstances in their

lives. However, as depicted by the exemplar casenote below, working with extended family also

requires caseworkers to address any familial conflicts that arise to ensure all parties align with

the permanency plan for reunification and that parents have ongoing support.

Topic 1 example : FPS [Family Preservation Specialist] and FSS [Family Support Spe-

cialist] walked into the home and FPS introduced FSS to MGM [Maternal Grandmother],

MGF[Maternal Grandfather], EM [child], CH [child], and MA [birth mother]. While waiting

for BK [birth father] to arrive, FPS And FSS sat at the kitchen table while EM colored pic-

tures and CH played with toys and walked to and from the table. MGF and MGM were in

and out of the room. Conversations about the negative behaviors the kids are experiencing

happened, including MGM and MGF talking about the kids’ tantrums, and being violent

towards each other and the adults in the home. FPS acknowledged that these behaviors are

hard to deal with and can be caused for various reasons. MGM and MGF’s displeasure at

BK’s continuing to have visits was also discussed and FPS stated that at this time the court

order must be followed and FPS cannot cancel supervised visitations.

Topics 6 and 8 depict parents’ progress in parenting classes where they are addressing their

parenting challenges and employing parenting techniques learned from the parenting curriculum.

As depicted in the exemplar casenote below, the family preservation team works with parents

through intervention tactics and parenting techniques on how to manage children’s behavior

and employ positive enforcement techniques to build up children’s self-confidence and promote

healthy habits and behaviors. Parents’ progress in these classes is observed and documented

in the casenotes and summaries are submitted to the court as part of documentation upon
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completion of classes/services. We witnessed several instances in casenotes where child-welfare

involvement began due to the child(ren) engaging in risky behaviors (e.g., running away) and

the parents’ inability to manage such behaviors. However, it was interesting to note that even

for cases where the identified target problem was children’s behavior or actions, parents were

still referred to several services (e.g., AODA services, therapy) and not just parenting classes.

Topic 8 example: FPS went over examples that MS [birth mother] could use. FPS suggested

that MS use the activity ‘Panda and the Frog’ with KJ [child] at the next visitation. FPS

then went over tantrums and MS stated that KJ is at that age. FPS went over the stages of

tantrums and techniques to use. FPS then talked about courage and building your child up.

FPS provided MS with techniques on building her child up and examples of building your

child down. FPS asked MS to give encouragement to her children once a day

Systemic Factors that Impact Families

Systemic factors have been extensively discussed in prior social work literature [189, 34]. En-

vironmental factors or community-level risk factors are other terms that are prominently used

to describe characteristics that impact most families referred to CWS. These include access to

affordable housing, employment, health services, public transportation, and public assistance,

among others [189]. As depicted by Topic 2 and the accompanying casenote below, such systemic

issues can periodically arise within families, impact parents’ ability to provide a stable house-

hold, and need to be addressed promptly and intuitively by both the parents and caseworkers

to maintain stability. Here, the CW staff keeps information on community resource providers,

service providers, and community centers that are able to help parents during unforeseeable

circumstances such as loss of employment and housing and provide financial assistance (e.g.,

food stamps, travel vouchers, household necessities) that would offer some temporary relief to

parents. An exemplar casenote for topic 10 depicted below shows how the caseworker and parent

work together towards addressing their current housing problem.

Topic 10 example: FPS asked Mr. JP how his housing search was progressing. Mr. JP stated

that the property management list that FPS provided was not as helpful as he hoped due to

companies being out of state. FPS informed Mr. JP that FPS will provide him with more

information when they meet next week. FPS also discussed with Mr. JP that [Community

Provider] provides emergency financial assistance for housing once he secures a place. FPS

asked Mr. JP if he had contacted City of [city name] Cribs for Kids program. Mr. JP stated

that he had not contacted them but plans to. Mr. JP stated that he received a check in

December and went on to state that court is requiring that he conduct x hours of volunteer

work and x hours of application completion. FPS informed Mr. JP that FPS will contact

him on Monday to schedule a meeting and provide additional housing information.
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It is important to note the temporality of these systemic risk factors as they may arise and

require the parents to seek temporary assistance through public programs, however, they are

also collectively resolved by the parents and caseworkers and do not pose an ongoing risk to

the family. The exemplar casenote below depicts how caseworkers and parents work together in

resolving such risks within the restrictive framework of CWS.

Topic 2 example: MS [parent] stated she lost her job and will be without a job by the end of

the month. MS stated this job was through a agency and she will try to find another job by

the end of the month. MS stated she has already contacted the agency and they are helping

her look for another job. FPS suggested that MS continue to work and continue to find a

job until then. FPS also offered help with finding a job. MS asked FPS if she could help her

with her student loans that are currently in default in order to not have her taxes garnished.

FPS told MS they could focus on applying for the income-based repayment plan and see if

she is able to be on a low cost plan.

Procedural Factors that Impact Decision-Making

Procedural factors refer to the legislative framework (or legal ‘procedures’) that underscores

the entire child-welfare process and must be followed by all involved parties. These processes

also establish the constraints within which all decisions must be made. These include court

proceedings, legal agreements, medical appointments and services, assessments and evaluations,

and the signing of consent forms, among others. Topic 3 (exemplar casenote below), describes

procedural factors associated with child-welfare cases. Topics 5 and 17 describe caseworkers’

efforts in finding services for their clients and recording the details (i.e., time, location, frequency)

of these services so they can be shared with other parties.

Topic 3 example: FPS met with Ms. BR [parent] one-on-one at the agency in meeting

room Innovation. During the meeting, Ms. BR discussed her CPS case and criminal court

proceedings. Ms. BR was able to complete the following consent forms: Family Preservation

consent forms, RISE youth consents, and medical consents. Ms. BR informed FPS that the

meeting had to be short as she currently has to meet IA [Initial Assessment] worker and

supervisor IASW [Initial Assessment Social Worker] at [City] CPS regarding her new CPS

case. FPS arranged for a meeting next week [date] at [x]pm as Ms. BR informed FPS this

was the only time she was available to meet.

Topic 15 describes caseworkers’ observations during home visits, supervised visits, and com-

pletion of quantitative assessments. We witnessed several assessments in the form of home safety

assessments, mental health assessments, and parenting assessments being continually used by

caseworkers throughout the life of cases. Caseworkers must follow DCF policy and periodically
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complete these assessments because it allows the department to collect consistent information

about all cases.

Topic 15 example: BK [parent] is refusing to work with any child welfare agency and stated

he will not engage in any kind of services. In fact, BK was very upset and stated that once

paternity is established, he will be filing for custody and not work with CPS. FPS kindly

wanted to do an assessment for safety with BK but he refused.

Reading through the casenotes, we learned that caseworkers made continued attempts (via

phone calls, emails, and in-person visits) to get in touch with all involved parties (i.e., parents,

foster parents, relatives, etc.) to plan and schedule these visits (i.e., topic 12). Even though it

is quite a mundane task, it requires significant ongoing effort. Topic 14 describes efforts made

towards following the permanency plan as established under court conditions. Caseworkers are

intimately involved in the parents’ lives where they continually gather details from services, med-

ical appointments, classes, and home visits as a means to provide information on case progress.

However, this in-depth involvement of government officials in the lives of vulnerable families has

been described as over-surveillance and policing of families involved in CWS where parents are

recipients of support but also subjects of regulation [384, 121, 5]. In addition, tensions can arise

between caseworkers and parents because of caseworkers’ paradoxical role, i.e. - policing vs.

supporting families [384]. This is also coupled with caseworkers carrying high caseloads as well

as high turnover in the caseworker position such that cases are continually transferred between

caseworkers [418, 41]. As highlighted by the Topic 13 exemplar casenote below, such tensions

can periodically arise when parents might feel that the caseworker is not doing enough to sup-

port them or the caseworker might believe that parents are not making enough progress towards

the permanency plan. This casenote also provides a glimpse into how families are continually

surveilled in their homes - the caseworker considers it necessary to record all interactions dur-

ing a supervised visit and tells the family that they were not allowed to speak in their native

language in his presence and that an interpreter would be needed.

Topic 13 example: Caregiver made comments about believing FPS was not able to handle

the family and that they felt FPS needed assistance. The caregiver offered to speak to FPS

supervisor on behalf of FPS to get more assistance. FPS declined this offer stating that FPS

would speak to their supervisor. Caregiver stated that she was giving FPS a heads up that the

family was going to file a complaint against FPS. The caregiver also questioned FPS about

the grandmother giving children prescription medications. FPS told the family they were not

allowed to speak in Spanish. FPS clarified that it is not that the family is not allowed but

that an interpreter would be needed as FPS is not fluent in Spanish.
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Figure 22: Axial Coding Paradigm: Relationship between Risk, Protective, Systemic, and Pro-
cedural Factors. Topics are labeled T0-T18 (see Table 3). The plus (+) and minus (-) signs
between procedural and systemic factors mean that procedural factors can help mitigate sys-
temic factors but can also amplify them. The dotted line between risk and protective factors
means that there is a constant tension between these factors.

7.5.2 Interplay between Risk, Protective, Systemic, and Procedural Factors

We anticipated topics to emerge distinctly based on our anchoring of words associated with

risk, protective, systemic, and procedural factors; however, we witnessed that several topics

overlapped with other topics. For instance, we learned from reading the top exemplar casenotes

that systemic factors can amplify risks within a family. In addition, procedural factors could help

mitigate systemic factors and build protective factors, but also inadvertently amplify risk factors.

Therefore, we conducted axial coding to understand how different factors were associated with

one another and provide a visual representation in Figure 1. Below, we discuss the interplay

between these factors.

Procedural factors can help mitigate systemic factors but can also amplify them

Caseworkers work closely with parents to address any systemic barriers (e.g., finding new em-

ployment, housing, etc.) that may inhibit case progress. They must intuitively come up with

any solutions or even ‘half-fixes’ that may temporarily resolve a stressful circumstance for a

parent. Here, the agency may be employing an evidence-based practice model, however, sev-

eral arbitrary decisions are still made on the ground by caseworkers. In the exemplar casenote

below, the child displays signs of underlying trauma and needs professional help. However, the

caseworker draws an arbitrary conclusion and tells the parent to ensure that their child is not

watching violent videos or playing violent games even though there is no evidence to suggest that

this leads to aggressive behaviors [277]. It also puts the onus on the parent to ‘do something’ in

order to address the child’s immediate behavior. It is much later in this case that the caseworker

acknowledges the need for a psychological evaluation and the child seeing a school psychologist.

175



Throughout our reading of casenotes, we witnessed several such instances where caseworkers en-

gaged in defensive decision-making [336] where they formulated actions for parents to undertake

just to be able to document that they were taking necessary steps and making decisions that

purportedly addressed risks within the family.

Example casenote: MS [parent] stated that the school called her again in regards to CJ [child]

and his behavior at school. MS stated CJ was kicking and punched his teacher and assistant

at school today. He has been more violent with other kids too as he purposely hit them in

the head. CJ stated to his teachers he knows the head is the part that makes a person stay

alive and that is the reason why he aims for people’s head when he hits them. FPS asked MS

to make sure CJ is not watching violent videos or playing violent games at night.

In addition, caseworkers may also engage in defensive decision-making when they anticipate

risky situations or feel that they do not have enough expertise to effectively handle conflicts

that might arise. In the exemplar casenote below, the caseworker feels uncomfortable managing

jointly supervised visits for parents who have a history of domestic violence and bargains on an

incomplete assessment to avoid these joint visits.

Example casenote: TL [parent] stated that she spoke with her CM regarding HK [parent]

attending joint visits. FPS explained that she would reach out to her CM regarding visits and

CM explained that HK would need to complete the assessment prior to his enrollment in the

program. TL appeared upset that BK wouldn’t be able to sit in today’s visit and stated that

he would have to sit in the car until her visit is over. FPS provided CM with an update on

the conversation with TL. CM stated that she spoke with TL and explained that joint visits

with HK wouldn’t be appropriate given the father’s mental health condition and history of

DV. CM stated that she didn’t feel comfortable having joint visits at this time.

Similarly, in another case (see casenote below), the parent tells the caseworker about a rodent

infestation in their place and the caseworker helps the parent by speaking with the landlord.

However, this is also followed by the caseworker conducting a home safety assessment that

permanently records these new risks on the parent’s case documentation.

Example casenote: MS [parent] discussed the issues that MS is having with her current

landlord. MS stated that she thinks that there is a rodent infestation and that the landlord

was not responding appropriately. MS stated that he was dragging his feet on an exterminator.

FPS spoke with landlord to make sure he understands the urgency.

On the other hand, caseworkers within their capabilities, do help families address any arising

risk or systemic factors (see example casenote below) associated with finding essential resources

and getting access to public assistance. We also witnessed several instances where caseworkers
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helped parents create resumes for job applications, find new housing, apply for financial assis-

tance, and get home essentials (e.g., beds for kids, clothing, toys, etc.). This underscores a

need to understand the why and how street-level decisions are made by caseworkers within the

restrictive legislative framework of CWS, as opposed to the broader focus on the service delivery

model implemented at the agency.

Example casenote: LC [parent] shared that KC[child] was being bullied at school and asked

if FPS could help her look into another middle school in the area for KC to attend. LC

stated its to the point of her daughter having anxiety when she is getting ready for school.

LC thought about enrolling her for online classes but wants that to be the last resort. FPS

told LC that she will look into the list of different schools around the area that KC could

possibly attend.

Procedural Factors can Amplify Risk Factors

Caseworkers are central to the child-welfare process and act as mediators between birth parents,

the court system, and service providers [389, 89]. That is, they bridge the administrative gap

between legal processes established under court conditions (that the parents must conform to)

and social work processes centered in helping families. These conflicting roles can create tensions

between parents and caseworkers where caseworkers must help parents through services (e.g.,

therapy, parenting, domestic violence) but also police their actions to ensure that they are

following court conditions for reunification [121, 384]. In the casenote below, the parents explain

that they are more focused on finding stable housing and employment which is causing them

to miss some supervised visits. Here, procedural factors add more stress to the lives of parents

instead of helping them navigate child-welfare services. It is also important to note that the

caseworker’s primary concern here is receiving documentation about services so they are able to

complete their procedural task. We witnessed similar tensions in other cases where the parent(s)

shared that they were overwhelmed with several appointments for services and supervised visits

throughout the week while trying to maintain full-time employment.

Example casenote: FPS discussed with CM as to whether the documentation is sufficient and

how visits look moving forward. Mr/Ms KD said that FPS could call the service and they

are not lying. FPS explained that she has name and number of the service and they have to

have documentation [of services]. This affects their [parents] supervised visits with their son.

Mr/Ms KD said they are pretty sure that the judge is to want that they have somewhere

sufficient to live and this is a necessary step for the kids. They understand that they are

missing visits but they also have to focus on the bigger goal [stable housing]. FPS asked if

both are able to meet with her on Friday so we can get consents signed in order to verify

employment and discuss visits moving forward.
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In addition, caseworkers are mandated to follow court orders regarding who attends super-

vised visits. During court hearings, each parent’s attorney advocates for their client’s parental

rights and ability to visit their children. However, as depicted in Topic 1 casenote, inter-family

conflicts can arise which pose an ongoing risk toward reunification efforts. Reading through the

casenotes, we learned that there is a history of domestic violence in this case with one parent only

peripherally involved in the children’s life. Here, caseworkers must work with all involved parties

even though uncertainty and conflicts persist within the family due to prior and ongoing risk

factors. This further augments the overall uncertainty in decision-making because it is unclear

whether familial conflicts would be resolved in the future so that both parents and relatives will

provide caregiver support to each other.

Interactions between Risk, Systemic, and Procedural Factors

One critical aspect of CWS is to provide services (e.g., therapy, domestic violence, and Alcohol

and Other Drug Abuse (AODA) classes) to parents to prevent future instances of child maltreat-

ment. These services are agreed upon under court conditions, but it is up to caseworkers and

parents to contact different service providers and find appointments. However, it can be chal-

lenging for both caseworkers and parents to find these services, especially accounting for parents’

work schedules, supervised visitation appointments, and a lack of adequate service providers in

the system. As depicted by the exemplar casenote for Topic 5 below, parents can find themselves

waiting to hear back from service providers and may require assistance from caseworkers.

Topic 5 casenote: Family Peace [service provider] will work with YW [parent] on issues related

to domestic violence. YW stated that she is still waiting to hear back from them as well as

the agency to start therapy. FPS encouraged YW to call both agencies and let them know

that she has been waiting to start services with them. FPS asked if she would give FPS

permission to discuss her case with them.

Another critical issue here is the efficacy and consistency of services that are offered to parents

and children [321, 166, 132]. Prior work has highlighted concerns associated with over-medication

of children, overuse of psychotherapy, and inappropriate use of psychological testing [321]. As

depicted in the exemplar casenote below, the parent expresses her concerns regarding another

psychological evaluation for her child but is unable to exercise agency. Several states also employ

a standardized service model or a "cookie cutter" approach where judges order therapy, services,

and evaluations for all clients regardless of case circumstances [321]. Psychological evaluations,

especially, act as catalysts and are often used as a "staple tool" by judges for the provision of

mental health services [166]. A program director at this agency confirmed that the Department

of Children and Families (DCF) has used a cookie-cutter approach to services in the past where

all parents had to complete the same set of services, i.e. - a standardized care approach was
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used instead of individualized care that recognizes target problems (e.g., mental health, drug

use, domestic violence).

Topic 5 casenote: FPS asked KL [parent] if she wanted to have another psychological evalu-

ation done due to him [child] drawing disturbing pictures of hurting other people. KL stated

she is afraid that they will only put him on more medication.

7.5.3 Temporal Dynamics between Factors through the Life of Cases

Following the methodology from Saxena et al. (2022) [404], we grouped families into three groups

based on their number of interactions with the agency. Below, we only focus on the group with

the most interactions with CWS (i.e., Group 3) because these are the more complicated child-

welfare cases where interactions between risk, protective, systemic, and procedural factors are

more evident. Prior work has also highlighted that case complexity (e.g., type of maltreatment,

age, number of children, need for financial assistance, drug abuse in the family) is directly

associated with the time spent under the care of CWS [366, 89].

Competing and Fluctuating Factors Lead to Uncertainty and Confounding Factors

As depicted in Figure 23, risk, protective, systemic, and procedural factors continually fluctuate

and interplay with each other (i.e., changing topic probabilities over the life of cases). This

may confound caseworkers’ judgment and leads to uncertainty in decision-making because at

any given time it is unclear what the trajectory of a case might look like. For instance, parents

might be building protective factors where they now have additional caregiver support and

learning parenting techniques that help them better manage child behaviors. However, systemic

factors (e.g., loss of employment, housing, etc.) may also arise throughout the life of the case

and pose risk to the permanency plan. As depicted in the previous section, procedural and

systemic factors themselves may pose risks to families. Therefore, it is interesting to note that

risk, systemic, and procedural factors oscillate together throughout the life of the case. This

could be for two reasons - a discussion of needing services (i.e., risk) is generally coupled with

finding services (i.e., systemic) and its association with the permanency plan (i.e., procedural),

and 2) caseworkers discuss any arising systemic or procedural factors followed by their impact

on the family. Caseworkers also discuss the development of protective factors in great detail as

depicted by the green trend. This is primarily the case because the majority of these casenotes

come from the Family Preservation Team which works closely with parents through parenting

services. In sum, a post-hoc analysis of these trends of competing factors shows that uncertainty

about the final outcome of cases (i.e., reunification or placement in foster care) persists even at

case closure where several cases are re-referred to CWS in the future [272]. It also highlights

that caseworkers continually face confounding factors (as a result of competing factors) in situ

throughout the child-welfare process.
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Figure 23: Relationship between Risk, Protective, Systemic, and Procedural Factors. Fluctuat-
ing and competing factors augment uncertainty and confound caseworkers’ decisions such that
uncertainty about long-term family well-being often persists even at case closure

Relationship between Different Protective Factors

Figure 24 depicts trends in protective factors. Family Preservation Services works with parents

in parenting classes and supervised visits to build protective factors. Teaching parents proper

intervention and disciplining techniques helps address risks arising from the inability to manage

child behaviors. Topic 1 highlights protective factors in a child’s ecosystem by assessing their

interactions within their social support system (i.e., parents, relatives, grandparents). We notice

Topic 8 (i.e., employing parenting techniques during visits) follows a much similar trend as Topic

1. This may be the case because both topics inherently assess healthy and positive interactions

between adults and children. On the other hand, Topic 6 describes caseworkers’ conversations

with parents on how they could be addressing parenting challenges as they work through the

parenting curriculum. We expected this trend to be higher at the onset of cases but gradually

diminish as parents develop protective skills and are recorded as observations in casenotes during

parenting classes (i.e., Topic 4). This highlights the need to understand the temporality of such

protective factors that help children and parents achieve positive developmental outcomes over

time. This is often described as "resilience" in social work literature [457, 294]. Resilience

in children and parents is a result of interactions in their environment where caseworkers and

other professionals can directly help shape this environment [286]. That is, an understanding of

resilience can help assess which protective factors are pertinent for a family and would lead to

better long-term outcomes.

Relationship between Systemic Factors

Figure 25 depicts trends in systemic factors. Topic 2 describes environmental and systemic

factors that affect family well-being (e.g., employment, housing), and Topic 16 describes the

essential household needs (e.g., food, clothing, utilities) as observed and recorded by caseworkers

during home visits. In essence, both topics assess material resources necessary for maintaining
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Figure 24: Relationship between different Protective Factors. Understanding the temporality
and interplay between different protective factors can help assess long-term well-being outcomes
for families.

a stable environment for children. This may explain why the trends for these two topics follow

a much similar trajectory. On the other hand, Topic 7 describes emerging risk factors in a

case due to unforeseeable circumstances such as intimate partner violence, medical needs arising

from underlying trauma, and familial conflicts. We see a significant amount of fluctuation in this

trend because unforeseeable systemic risks may arise but are also continually addressed through

collaborative problem-solving between parents and caseworkers. Topic 18 discusses children’s

medical needs in terms of their medical appointments and medications. These needs, as well as

systemic barriers associated with meeting these needs (i.e., finding proper services, consistent

mental health assessments, and medical appointments), are consistently recorded by caseworkers

in their casenotes because this information needs to be shared among several involved parties.

It is imperative to note here that structural economic issues (e.g., stable employment, safe and

affordable housing, affordable health care) underscore the majority of child-welfare cases and

involve poor and low-income families [191]. These are the consistent risk factors (i.e., Topics 2

and 16) that impact most families. On the other hand, Topics 7 and 18 capture the transitory risk

factors that the child-welfare staff is able to address with timely interventions. This underscores

a need to understand both the socioeconomic risk factors that impact the majority of families as

well as context-specific transitory risk factors specific to a family. Here, street-level interventions

can help address some risks, however, systemic and policy-driven changes are equally necessary

to improve social conditions that impact vulnerable and low-income communities.

Relationship between Different Procedural Factors

Figure 26 depicts trends in procedural factors. Topic 13 describes strenuous relationships and

interactions between caseworkers and parents. Child-welfare staff is legally mandated to follow

a 15-month timeline which also establishes the permanency plan. That is, per the Adoption and

Safe Families Act (ASFA), if parents do not fulfill all court conditions within 15 months, then
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Figure 25: Relationship between different Systemic Factors. Both socioeconomic risk factors
and transitory risk factors impact families. Caseworkers are able to address transitory risk with
proper interventions but are unable to have a meaningful effect on socioeconomic risks.

parental rights must be terminated and child-welfare staff must find a more permanent place-

ment for children in foster care. Here, caseworkers must work within this restrictive legislative

framework to ensure that the permanency plan as established under court conditions is on track

(i.e., Topic 14) where parents are completing court-ordered services, attending supervised visits,

and working towards building a stable household, i.e., they must continually police the parents’

actions to ensure progress towards permanency. Dorothy Roberts describes this as a dual and

paradoxical role where caseworkers act as "investigators and helpers" and parents are both sub-

jects of regulation and recipients of support [384]. These ongoing tensions between following

the permanency plan and maintaining a working relationship with parents may explain why

trends for these topics oscillate together. Moreover, Topic 12 describes scheduling and managing

logistics around supervised visits and services. This trend is closely followed by Topic 9 which

describes the risks emerging due to street-level decisions and time constraints. As noted in the

previous section, parents in several cases shared that they were overwhelmed by the number

of appointments and supervised visits while trying to maintain full-time employment and make

necessary changes within their household. That is, procedural factors can themselves add risks

to the stressful lives of parents who are fighting for reunification. Such risks arising due to the

restrictive legislative framework of CWS cannot be quantified. It is also not possible to assess

their long-term impact on families.

7.6 Discussion

Abebe et al. [6] highlight that much of the computational research that focuses on fairness,

bias, and accountability in machine learning systems continues to formulate “fair” technical

solutions while treating problems that underscore the sociotechnical environment as fixed and

fail to address deeper systemic and structural injustices. Through this study, we bring attention

back to the sociotechnical and highlight social problems in child-welfare and how these problems
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become embedded in algorithmic systems. Abebe et al. [6] also formulate four roles or ways in

which computational research can help address social problems. This study assumes the dual

roles of computing as rebuttal where we highlight the technical limitations and feasibility

of predictive risk models (PRMs), and of computing as synecdoche by uncovering systemic

complexities and social problems in child-welfare that directly impact families.

7.6.1 Rethinking "Risk" and the Underlying Data Collection Processes

Our results bring into question how “risk” is formalized in the child-welfare system by drawing

attention to the broader ecosystem of decision-making processes where systemic and procedural

barriers can also create and amplify new risks posed to families. Prior research on algorithmic

systems used in CWS has found that the majority of these systems define risk as a function

of child and parent-related risk factors (e.g., parent’s involvement in drug and alcohol services,

criminal justice, housing authority, etc.) [397, 256], however, as our results show, the system

itself can pose a significant amount of risk to families in regard to how protocols and practices

(i.e., the legislative framework) are carried out on the street-level. This is further complicated

by the fact that “risk of maltreatment” is poorly defined [397] (essentially comprising of three

different outcomes – neglect, physical abuse, and sexual abuse), and this definition as well as

criteria for investigating families can vary from one jurisdiction to another [187, 144]. These

investigations may result in substantiation of child maltreatment, and consequently, the case is

brought into the system.

Here, our results shed light on the data collection processes that ensue as par-

ents are surveilled by caseworkers and mental health professionals. We learned that

caseworkers used several different screening tools and risk assessments that quantitatively cap-

ture risk factors during home visits, risk factors associated with children’s mental health, par-

ents’ progress in parenting classes, as well as parents’ engagement and progress towards the

Figure 26: Relationship between Different Procedural Factors. Fluctuating procedural factors
highlight tensions that arise between parents and caseworkers who must maintain a working
relationship to make progress towards permanency.
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permanency plan. The intent here is to collect as much information as possible and resolve

any ambiguity resulting from missing information. However, this is problematic because CWS

experiences a high turnover with a lack of well-trained caseworkers which leads to a lack of

consistency in regard to how these assessments are completed [418, 41]. Here, caseworkers

rely more on their impressions of the family in completing these assessments rather

than expertise developed over time [121, 405].

In addition, algorithmic tools such as Allegheny Family Screening Tool (AFST) [99] and Eck-

erd Rapid Safety Feedback (ERSF) [355] use a family’s prior involvement in public and medical

services to assess the risk of maltreatment through proxy outcomes of risk of re-referral and

placement in foster care. However, as our results show, parents lack agency in the process

and must consent to assessments and information disclosures. They are unable to

turn down services or classes that they might consider unnecessary. Parents may

also face repercussions and subsequently experience over-surveillance if they refuse psychological

evaluations, drug tests, and/or additional services [121, 384]. As highlighted by Saxena et al.

[405], this refusal or disagreement with caseworkers might be captured under predictors such

as “parents’ cooperation with the agency” – a significant predictor of risk per the WARM risk

assessment. Services for parents and children are court-ordered where several states (including

the state where this study was conducted) have employed a standardized service model in the

past where parents in all cases were referred to a fixed set of services (e.g., parenting classes,

psychological evaluations, Alcohol and Other Drug Abuse (AODA) services, etc.) regardless

of case circumstances [321, 166, 132]. That is, parents were enrolled in services that

they did not necessarily need, and consequently, more data was collected about

them through multi-institution partnerships between child-welfare agencies, service

providers, and the court system. Therefore, it is problematic for algorithms such as AFST

and ERSF to use this cross-departmental data collected through power asymmetries because it

further puts these families at a significantly higher risk of being re-investigated since their prior

involvement with CWS renders them to receive “high-risk” predictions for future child maltreat-

ment events. Our findings here, act as synecdoche [6] by making visible child-welfare practices

and power asymmetries through which vulnerable low-income families are continually targeted

by the system.

On the other hand, let us assume that designers and technologists developing algorithmic

systems are able to adequately model for organizational context in terms of protocols, practices,

resource constraints, and policies as well as make founded assumptions for a specific social

context; then by extension, the developed system is no longer portable to a different jurisdiction

or social context because child-welfare practice can vary significantly from one state to another.
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Selbst et al. [415] refer to this as the portability trap – “Failure to understand how repurposing

algorithmic solutions designed for one social context may be misleading, inaccurate, or otherwise

do harm when applied to a different context”. Here, we want to draw caution against child-welfare

agencies acquiring algorithmic systems from private companies developed in one jurisdiction but

sold and employed in several other jurisdictions [239, 371, 447, 238, 33].

7.6.2 Confounding Factors, Uncertainties, and Implications for Predictive Risk

Models

Prior literature in machine learning has discussed data and model uncertainties [88, 183, 263] and

technical methods on how to mitigate these uncertainties that act as obstacles in the way of bet-

ter predictive performance [311, 340, 262]. On the other hand, HCI scholars have recommended

that we engage with uncertainties as opportunities for human-centered design rather than treat

them as obstacles [430, 51, 354]. Pääkkönen et al. [354] note that “human discretionary power

in algorithmic systems accumulates at locations where uncertainty about the operation of algo-

rithms persists”. They further note that the design of algorithmic systems could benefit from

identifying and cultivating important sources of uncertainties because it is at these sources that

human discretion was most needed.

Our results in Section 5.3 move beyond data and model uncertainties and show

how uncertainties can arise throughout the child-welfare pathway as a result of

fluctuating factors (i.e., risk, protective, systemic, and procedural factors) that continually

interplay with each other and directly impact decision-making processes. Our results show that a

parent may be developing protective factors through parenting services, however, transitory risk

factors (e.g., loss of employment, housing, risks from intimate partner violence, etc.) may also

periodically arise throughout the life of the case. In addition, systemic and procedural factors

can themselves augment the risk posed to a family; however, at any given time there is a lack

of clarity about their impact on the final outcome (i.e., reunification, adoption, or placement in

foster care). These competing and fluctuating factors confound caseworkers’ decision-

making and the situation is further aggravated by a lack of experienced caseworkers

in the system [418, 41].

This further brings into question our understanding of ecological risk and problematizes three

core attributes regarding how risk is modeled in algorithms - 1) different risk factors present in

a case are modeled as static variables, however, as our results show, transitory risk factors may

arise but are also addressed collectively by caseworkers and parents. Here, risk as a static

construct is inherently biased because no temporal point estimate of risk taken at

any given point in the child-welfare process offers a true picture of occurrences

within the case, 2) the baseline assumption underscoring predictive risk modeling is that risk
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within a family is likely to escalate if no interventions are made [397]. This leads to excessive

CWS interventions and over-surveillance of vulnerable families [121, 5]. In addition, as our

results show, the trends in risk factors oscillate throughout the life of cases where risk factors

may arise but are also addressed. Ignoring the temporality of different risk factors

and treating them as static variables leads to elevated risk scores for families and

excessive investigations, and 3) prior work has established that empirical knowledge in child-

welfare is quite limited and there is still a significant amount of debate regarding which risk

factors (when taken together) lead to the accumulation of risk and which protective factors help

mediate these risks [397, 188, 419]. As our results in Section 5.3 suggest, different factors mediate

the effects of each other throughout the child-welfare process. Without understanding and

embedding empirical knowledge of interaction effects within predictive risk models

such as AFST [99] and ERSF [355], risk predictions are likely to be elevated and

biased. As shown by a recent study conducted by Cheng and Stapleton et al. [99], call screeners

helped reduce racial disparities in AFST-predicted decisions by using their contextual knowledge

of cases to override erroneous decisions. That is, an algorithm designed to bring neutrality and

objectivity to the decision-making process is itself producing racially biased predictions. Our

findings here, act as rebuttal [6] by highlighting the limitations of predictive risk models and the

core assumptions about risk factors that make predicted outcomes unfeasible.

In addition, our results also draw attention to how seemingly mundane tasks carried out by

caseworkers such as continued attempts to contact birth parents, foster parents, and relatives to

schedule supervised visits and services can pose risks to the 15-month timeline of the permanency

plan [328] because it significantly impacts caseworkers’ ability to work with parents and meet

goals for completing set hours of visitations and services. This risk posed to families is hard to

estimate but continually impacts street-level decision-making. It also highlights invisible patterns

of labor that are only documented in casenotes and cannot be encapsulated by quantitative risk

assessments.

7.6.3 Implications for Computational Narrative Analysis and NLP-based Systems

Selbst et al. [415] note that social context is often abstracted out so that machine learning

tools can be applied to any given domain and evaluated based on predictive performance (i.e.,

the algorithmic frame). Here, fair machine learning researchers may further expand upon this

approach to investigate ML system’s inputs and outputs (i.e., the data frame), however, this

is still an attempt to formulate mathematical notions of “fairness” and “bias” and continues to

abstract out the broader social context within which the system is situated and interacts within

organizational pressures, systemic constraints, and with a variety of stakeholders. Consequently,

authors formulate the sociotechnical frame which recognizes that an ML model is simply a
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subsystem within a broader sociotechnical system where drawing stakeholders and institutions

into the abstraction boundary allow us to investigate complex interactions. Through this study,

we used computational narrative analysis to draw attention back to the sociotechnical frame

and highlighted the complicated interactions between caseworkers and families, and brought

into focus the critical structural issues within CWS.

Computational methods such as unsupervised and semi-superv -ised topic modeling [63, 186]

facilitate a qualitative exploration of casenotes and allow us to understand street-level practices,

systemic constraints, power asymmetries, as well as temporal dynamics between different factors.

Prior work has hypothesized that using text-based narratives within risk assessment algorithms

may offer more holistic and fair predictions by filling in the gaps of quantitative risk predictors

[397]. However, we want to draw caution against this approach as tech companies are beginning

to pitch NLP-based systems to human services agencies and are being acquired by several agen-

cies across the United States [33]. Here, it is important to note whose values become embedded

in these systems [55] and which (and whose) resources are directed towards these initiatives in

an overburdened and underfunded system [203]. Through our reading of casenotes and data

analysis, we recognized several limitations associated with caseworkers’ narratives.

First, as previously noted in the Methods section, we manually analyzed several data sources

to assess which casenotes contained detailed and credible information about interactions between

parents and caseworkers. We settled upon casenotes written by the Family Preservation Team

because they work closely with families throughout the process and understand the risks and

needs associated with each family. On the other hand, casenotes written by the initial as-

sessment (IA) or investigative caseworkers carried information about perceived risks

and the caseworker’s impression of the family because not enough information is available

(and at times, contradicting facts are present) at the onset of a case. Second, even though the

agency has established rigorous standards on documentation, there is variability in

the writing of casenotes where some caseworkers captured details about children’s demeanor

during transportation, supervised visits, and medical appointments while other caseworkers only

wrote pertinent details (e.g., child’s response to parenting techniques, medication schedule cre-

ated at a medical appointment, transportation logistics). Third, inexperienced caseworkers

are known to engage in defensive decision-making where they might omit their mis-

takes from casenotes [336]. As highlighted in the second exemplar casenote in Section 5.2.1,

the caseworker prioritized their own comfort over conducting joint supervised visits leading to

the frustration of parents. This interaction was only uncovered because the Family Preservation

Specialist wrote about it in their casenote entry. Here, collaboratively written documentation

offers some accountability but we hypothesize that there may be several other such instances
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where caseworkers’ actions went unchecked and undocumented. Fourth, qualitative exploration

of casenotes driven by our computational approach allows us to understand the power asymme-

tries that both parents and caseworkers experience in the child-welfare process, however, the

contextual knowledge derived from casenotes can easily be stripped and instead

exploited once quantified to be used in downstream tasks in NLP-based systems.

Fifth, as noted in the previous two sections, a discussion of risk in casenotes does not

necessarily mean that it is a persistent danger impacting family well-being. It may

simply be a noteworthy event that a caseworker recorded at that point in time (e.g., a child

being bullied at school).

These five points are crucial for developing an understanding of this complex sociotechnical

system and are especially important as it pertains to natural language processing. Recent studies

in NLP have examined text datasets and seed lexicons and found that social hierarchies and

racial, cultural, and cognitive biases can become embedded in and amplified by NLP systems

and lead to significant disparities in downstream tasks [25, 442, 82, 57, 168]. Our findings here,

act as a rebuttal by highlighting the limitations of casenotes as a data source for downstream NLP

tasks and act as synecdoche by making visible the structural issues in child-welfare that become

embedded in casenotes. Alternately, an upstream approach (i.e., - the corpus itself becomes

an object of the study [24]) as adopted by this study can help uncover contextual street-level

interactions, critical factors that are hard to quantify, and uncertainties and confounding factors

that offer a more comprehensive view of the decision-making ecosystem. In addition, an upstream

approach allowed us to uncover empirical evidence about how marginalized communities face

systemic injustices in child-welfare.

7.7 Limitations and Future Work

This study conducts a computational narrative analysis of casenotes at one child-welfare agency

in a midwestern state in the United States and uncovers several factors and street-level in-

teractions that impact decision-making and family well-being. However, this study has some

limitations that create opportunities for researchers to further expand upon this body of work.

First, child-welfare practice can significantly vary from one state to another in terms of criteria

for investigations and policies and protocols that all parties are mandated to follow. Similar

analyses conducted in other jurisdictions would reveal hyperlocal and context-specific experi-

ences of caseworkers and families in those regions. Second, this study only uncovers interactions

and street-level decisions through the perspective of caseworkers and may omit or underplay the

oppression, surveillance, and coercion experienced by many families and cannot reveal struc-

tural power dynamics that fundamentally underpin child-welfare interactions [121, 384]. These

interactions are socially situated where parents are likely to experience the same events differ-

188



ently. Here, it is important to understand the perspective of affected communities (i.e., foster

children, parents, and foster parents) about whom decisions are being made. For instance, a

recent study conducted by Stapleton et al. [432] found that parents considered CWS to be

punitive and unsupportive and instead wanted systems that would help them fight against CPS

as well as evaluate CPS and the caseworkers themselves. Future research should continue to

focus on uncovering street-level complexities within this complicated sociotechnical environment

through the perspective of families and caseworkers. Finally, this study takes an upstream,

corpus-focused approach (i.e., the corpus itself is the object of the study) where we sought to

understand dynamic and transitory factors embedded in caseworkers’ narratives that impact

decision-making and family well-being. However, this requires a re-analysis and experimenta-

tion of different NLP techniques to focus on topic-specific corpora such as the corpus used in

this study. That is, we recommend that researchers conducting similar analyses in various public

sector domains experiment with and compare different NLP methods to assess which methods

help uncover latent signals in the corpus as well as highlight limitations in the corpus itself.

7.8 Conclusion

We conducted a computational narrative analysis using Correlation Explanation (CorEx) [186],

a semi-supervised topic modeling approach that allows us to incorporate domain knowledge in

the form of anchor words. Using the socioecological model of health and development [34] as

our theoretical lens, we incorporated domain knowledge about risks, protective, systemic, and

procedural factors that impact decision-making and family well-being. We provide empirical

evidence that the child-welfare system itself poses a significant amount of risk to the families

that it is expected to serve. We show how parents are over-surveilled in the system, the lack of

agency they experience in the child-welfare process, and problematize the data collection pro-

cesses that take place as a result of this power asymmetry. We complicate the use of predictive

risk models that treat risk factors as static constructs by highlighting the multiplicity and tem-

porality of different risk factors that arise throughout the child-welfare pathway. Finally, we

draw caution against using casenotes in NLP-based systems by highlighting the limitations and

biases embedded within this data source.
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CHAPTER 8: CONCLUSION

This dissertation is devoted to outlining responsible pathways forward for the design of human-

centered algorithms in the public sector and contributes a holistic understanding of a complex

sociotechnical system through deep ethnographic work, the design of a theoretical framework

for algorithmic decision-making in the public sector, and computational narrative analysis of a

critical data source. It showcases the practical tradeoffs that need to be balanced for algorithm

design - 1) at the human discretion level, I highlight different insertion points and goals of

algorithms for augmenting practitioners’ decision-making processes, 2) at the bureaucratic level,

I highlight the constraints within which all decisions (human or algorithmic) must be made

and how organizational resources can be leveraged towards ensuring the proper integration and

adoption of an algorithmic system, 3) at the algorithmic level, I showcase how algorithm design

can account for the uncertainties inherent within cases and support decision-making processes

instead of providing predicted outcomes. This dissertation work has provided actionable steps

for human-centered algorithm design to child-welfare leadership that will further help ensure

that the decisions made by child-welfare teams are centered in evidence-based practice and lead

to positive outcomes for families.

8.1 Contributions to HCI and Critical Computing Research

Abebe et al. [6] highlight that much of the computational research that focuses on fairness, bias,

and accountability on algorithmic systems continues to formulate “fair” technical solutions while

failing to address deeper systemic and structural injustices. Through my dissertation work, I

bring attention back to the sociotechnical and highlight social problems in child-welfare and

how these problems become embedded in algorithmic systems. Through the studies discussed

below, my dissertation assumes the dual roles of computing as rebuttal where I highlight the

technical limitations and feasibility of risk assessment algorithms, and of computing as synecdoche

by uncovering systemic complexities and social problems that directly impact families. This

dissertation also makes contributions at the intersection of gaps highlighted by the literature

review in Chapter 2, recommends solutions centered in strength- and asset-based approaches,

and outlines responsible pathways forward for the design of human-centered algorithms in the

public sector. This dissertation employs a human-centered data science research approach to

the studies conducted and makes the following contributions -

8.1.1 Critical, Quantitative De-construction of Algorithms

To be able to assess the scope and utility of algorithmic decision-making in the public sector, it is

imperative to unpack current algorithmic interventions and pay special attention to the points of
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failures such that these drawbacks are not uncritically reproduced in newer algorithmic systems.

We conducted a comprehensive review of algorithms employed at child-welfare agencies across

the United States and highlighted the deficiencies in current quantitative methods, predictors,

and outcomes that lead to biased, inconsistent, and often unsensible decisions that frustrated

caseworkers. This is of critical importance as federal initiatives have laid the groundwork for

more algorithmic interventions in CWS [225, 425]. In a similar vein of work, we conducted a

quantitative deconstruction of a prominent risk assessment algorithm and critically examined

the data as well as the data collection processes [405]. We show how latent power structures are

embedded into these decision tools from the very beginning (i.e., data collection process) where

caseworkers exerted more power over families in how (and the kind of) data that is collected

about them. Moreover, we show how several of these predictors are inherently biased, based

on caseworkers’ perceptions, and predominantly target low-income and historically marginalized

groups. This analysis is of key importance because much of this historical data continues to

be re-purposed in newer algorithmic systems without a critical examination of the predictors

themselves. Through these studies, we show how algorithms can be deconstructed and examined,

and connect significant predictors of maltreatment to social science literature in the domain to

highlight how algorithmic tools can reinforce and further conceal existing systemic disparities

within a sociotechnical system.

8.1.2 Theoretical Framework for Algorithmic Decision-Making in the Public Sector

The design of algorithmic systems in the public sector must account for complex interdependen-

cies between human discretion, bureaucratic processes, and algorithmic decision-making. Draw-

ing upon theories from Public Administration (PA), Science and Technology Studies (STS), and

Human-Computer Interaction (HCI), we leveraged a sociotechnical perspective of algorithmic

decision-making that captures these interactions. This theoretical framework showcases how

practical trade-offs must be made to manage the cross-dependencies at both the macro- and

micro-levels of the algorithmic model to offer practitioners autonomy and improve human dis-

cretionary work. The framework also draws attention to the high degree of uncertainty inherent

in the administrative data which consequently means unreliable predictions. Therefore, the

goal of algorithms in the public sector must be re-evaluated to support the decision-making pro-

cesses of stakeholders instead of providing predicted outcomes. Specifically for child-welfare, this

means 1) providing caseworkers with necessary information such that they can engage in heuris-

tic decision-making, 2) providing explanations for recommended outcomes, and 3) demonstrating

compliance with evidence-based practice. As depicted in Chapter 4, we also used this framework

to conduct impact assessments on the nature of the practice, administration in public agencies,

and street-level decision-making to critique value propositions of standardized, efficient, and
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cost-effective decision-making conducted through algorithms. We show that is necessary to de-

compose and rebuild the decision-making workflow such that algorithm-assisted decision-making

is an essential part of the process and embedded at a decision point where it offers the most

utility to stakeholders. In sum, it highlights that significant investments are required to ensure

the proper adoption and integration of an algorithmic system into decision-making processes

beyond the initial investment in the development and deployment phases.

8.1.3 Ethnographic Study to Understand Human-AI Interaction and Socio-Political

Complexities that Impact Decision-Making

We conducted a two-year ethnography within the child-welfare system in Wisconsin to under-

stand how caseworkers interacted with algorithms, their perspectives on these systems, as well as

how decisions were made at the intersection of policies, child-welfare practice, and algorithms.

This is important because caseworkers are not traditionally trained in “thinking statistically”

about data, algorithms, and uncertainties but are legally mandated to input data, interact with

algorithms, and make critical decisions about the most vulnerable children. This also raises new

concerns about how the nature of professional practice is changing in the public sector where

caseworkers are acquiring these new skills on the job. Continually engaging with caseworkers

also allowed us to learn about the CWS ecosystem, critical decision points, institutional pro-

cesses, and power imbalances. This further allowed us to learn about the discretionary choices

that workers make as they fill in the gaps of algorithmic decision-making using their contextual

knowledge of case circumstances, relevant protocols, and mandated policies. This helped us in

examining how human-AI interaction plays out in practice and in developing design guidelines

for building interactive AI systems that leverage aspects of both human intelligence and ma-

chine intelligence. Understanding these complexities in a sociotechnical system is imperative for

mapping out the scope and utility of algorithmic systems as well as understanding the systemic

constraints within which they must operate. Additionally, we examined the human factors of

explainability and intelligibility and highlighted how different stakeholders (e.g., caseworkers,

supervisors, clinical therapists, etc.) had different needs regarding these human factors and that

a “one-size-fits-all” approach for algorithm design was not feasible. We also present a case study

of an algorithmic tool that is collaboratively used by the child-welfare staff and instead of pre-

dicting outcomes, it tracks the trajectory of different outcomes over time. Being able to assess

the trajectory of these outcomes over the life of cases offers higher utility to caseworkers and

informs their decision-making processes because they are able to assess which cases require which

levels of support, provide additional supervisory support for high-needs cases to inexperienced

caseworkers, and ensure an equitable distribution of caseloads.
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8.1.4 Computational Narrative Analysis to Derive Rich Contextual Signals

Government agencies collect and manage numerous amounts of data in the form of casenotes and

plans, assessments, judicial reviews, home studies, and investigations through daily operations.

Drawing upon CSCW theories of organizational memory, we can derive rich theoretical signals

from this unstructured text to understand how human interactions and associated contextual

factors translate into successful outcomes for citizens. This is especially true for child-welfare

where casenotes are collaboratively written by child-welfare staff to create a roadmap of decisions

made as well as circumstances surrounding those decisions. Casenotes also contain contextual

details about a family’s social support system, and children’s well-being, as well as specific

details about risk, protective, and systemic factors. We analyzed casenotes at the agency using

computational narrative analysis techniques and highlighted patterns of invisible street-level

discretionary work, systemic constraints, and power asymmetries. Interestingly, some of these

patterns were not uncovered during the ethnography or outlined in job descriptions. These

contextual factors have implications for algorithm design because they directly influence the data

collection and decision-making processes. For instance, we learned that caseworkers support low,

medium, and high-needs families in different capacities and that their labor in regard to these

three groups can be supported by different technologies ranging from simple notification apps

for checking medication schedules to algorithmic systems that can help caseworkers find services

for their clients. We also use computational narrative analysis to highlight the uncertainties

prevalent in cases that occur as a result of competing risk, protective, and systemic factors.

These fluctuating uncertainties confound caseworkers’ decision-making and the trajectory of

cases. We further problematize the notion of risk as a static construct by highlighting the

temporality and mediating effects of different risk and protective factors. Finally, we show how

predictive risk models that are currently in use do more harm to families because they rely on

data collection processes that lead to the over-surveillance of families and also harm social work

practice because the empirical notion of risk does not align with the sociological understanding

of risk which informs street-level decision-making.

8.1.5 Participatory Co-Design Process with Stakeholders

Building upon the foundation of the ethnography, theoretical framework, and computational

narrative analysis, I contribute a holistic understanding of this complex ecosystem and showcase

the tradeoffs that need to be managed for algorithm design: (1) at the human discretion level, I

highlight different insertion points and goals of algorithms for augmenting practitioners’ decision-

making processes, (2) at the bureaucratic level, I highlight the constraints within which all

decisions (human or algorithmic) must be made, (3) at the algorithmic level, I showcase how

algorithm design can account for the uncertainties inherent within cases and support decision-
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making processes instead of providing predicted outcomes. My research has provided actionable

steps for human-centered algorithm design to the agency leadership. This dissertation work

highlights how the decision-making process through the 7ei algorithm can be further augmented

by recommending trauma-responsive services based on case characteristics as well as further

contextualizing data points using theoretical signals derived from casenote entries using NLP

techniques. This dissertation work takes into account the decision-making ecosystem instead of

simply focusing on a single decision point or task (e.g., assessing the risk of maltreatment at

the hotline) and highlights how algorithmic decision-making can support workers’ practices and

augment the quality of human discretionary work. We provide guidelines for co-designing an

NLP-based system that augments caseworkers’ decision-making processes by surfacing critical

factors derived from the casenotes of the family preservation team. The next step in this process

is to recommend trauma-responsive services based on risk and protective factors derived from

casenotes and provide explanations as to why such services would benefit the family. This will

further help the agency leadership ensure that the decisions made by the child-welfare team

are centered in evidence-based practice that leads to positive outcomes for families. The active

participation of supervisors helped us co-design these requirements where we algorithmically

support the caseworkers’ cognitive environment without providing predicted decisions.

8.2 Implications for Human-AI Interaction

Public agencies offer an important setting for studying human-AI interaction for the following

three reasons - 1) full automation in such settings is not desirable because of the ethical, legal,

and safety concerns associated with high-stakes decision-making [280, 92]. This leads to observ-

able and ongoing interactions between practitioners and algorithmic systems where practitioners

learn to engage with such tools, assess their utility towards improving decision-making, as well

as develop perspectives regarding which critical factors lead to the development of trust or dis-

trust of such systems, 2) algorithms in the public sector are being used for several high-stakes

decisions (e.g., risk of child maltreatment) which allows us to evaluate the key characteristics

of algorithmic decision-making that offer utility to (or frustrate) practitioners at a given critical

decision-point (e.g., assessing risk when an allegation is made at the hotline) and design systems

that address these limitations and improve interaction and the practitioners’ overall experience,

and 3) decisions are collaboratively made which allows us to inspect how a team of caseworkers

interacts and reasons with an algorithmic system and incorporates algorithmic decisions within

their decision-making processes. Lai et al. [280] surveyed studies on Human-AI interaction and

critiqued them based on decision tasks and the design space (i.e., the decision-making ecosystem)

for AI assistance. Below, I follow these criteria and contextualize them with findings from this

dissertation work and provide some implications for Human-AI interaction.
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8.2.1 Defining and Evaluating Decision Tasks

Decision tasks or predicted outcomes (e.g., risk of recidivism, risk of maltreatment) in the public

sector are poorly and inconsistently defined which poses a problem in assessing what constitutes

a successful outcome or intervention. For instance, what is the likelihood of a person staying

unemployed if no public assistance is offered to them? The answer is very likely dependent upon

several circumstantial and contextual factors in the person’s life that do not exist in the admin-

istrative data used to train machine learning algorithms. In this regard, we show in Chapter 7,

how the empirical notion of the risk of maltreatment as predicted by risk assessment algorithms

is inconsistent with the sociological understanding of risk that underscores child-welfare practice

where caseworkers help mitigate several circumstantial and context-specific risk factors. Here,

the underlying assumption is that human reasoning can benefit from counter-intuitive patterns

derived from empirical models [280]. Such prediction tasks are also generally referred to as AI

for discovery tasks [280]. For instance, ascertaining the risk of maltreatment as a function of

prior involvement with public services (e.g., drug and alcohol services, housing authority, etc.)

might help uncover patterns that aid decision-making and prevent future child maltreatment

events. However, we found that this led to a cumulative distrust of such systems because the

decision task was no longer aligned with the caseworkers’ practice model and did not help in-

form their day-to-day decisions. Caseworkers shared that the knowledge of predicted long-term

risk (i.e., the likelihood of being re-referred or placed in foster care within two years) did not

help address risk factors that the families in the system experience (e.g., unstable housing or

employment, lack of access to medical services) and did not help them acquire services for their

clients. Call screeners in the Allegheny County case study also cast doubt on the Allegheny

Family Screening Tool (AFST) by highlighting that the algorithm was not helping them find

cases that might otherwise "slip through the cracks" but instead was highlighting the most ob-

vious cases that seemed to "trip on every single crack they encountered" [256]. In addition,

for empirical predictions to provide any utility, it is imperative that caseworkers are provided

with explanations of predictions that especially highlight the counter-intuitive factors that do

not traditionally align with their practice. Most of the AI for discovery tasks require domain

expertise but domain experts are seldom included in the design of AI systems. The majority

of studies conducted on human-AI interaction are conducted as isolated experimental trials of

decision tasks on crowdsourcing platforms. Consequently, as highlighted in Chapters 3 and 4,

we found that such predicted decision tasks developed without domain expertise did not gen-

eralize to decision tasks carried out by caseworkers within the bounds of policies and systemic

resources. In addition, as is evident from the case study of the CANS algorithm presented in

Chapter 3, seemingly cogent and well-aligned decision tasks can be at odds with one another in
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practice. In theory, it makes sense to predict the foster care placement setting and the subsidized

guardianship rate based on the mental health assessment of foster children. That is, the higher

the mental health needs of a foster child, the higher the level of care required and the higher

the compensation offered to foster parents. However, in practice, we learned that due to a lack

of foster homes in the system and low base compensation, the second-removed outcome (i.e.,

subsidized guardianship rate) became the primary outcome of interest and impacted how mental

health assessments were conducted. It is imperative for caseworkers to maintain good working

relationships with foster parents and financially support them so that caseworkers have homes

to place children in. That is, a systemic issue is the critical driving factor that determines how

decision tasks are carried out. Here, ethnographic engagement is necessary to fully understand

the decision-making ecosystem and assess how human-AI interaction may occur within organi-

zational pressures, time constraints, and limited resources. Next, I discuss the need to focus on

the decision-making ecosystem (within which decision tasks are situated) and its implications

for human-AI interaction.

8.2.2 The Need to Focus on the Decision-Making Ecosystem

There has been an overwhelming focus on high-stakes domains for studying human-AI interac-

tion, however, as I note in the section above, the decision tasks are often evaluated in isolation

and do not align with the decision-making reality of the domain. Moreover, AI systems often

seek to replace or replicate human labor without a clear understanding of how they are expected

to be integrated into existing workflows and inform decision-making [280]. Algorithmic decisions

that are empirically driven often do not align with how practitioners engage in decision-making

and as depicted in Chapters 3 and 4, they can find themselves translating information from two

forms of assessments (algorithmic and clinical) which further leads to uncertainty and unreliable

decision-making. As we show in Chapter 3, algorithms designed to support specific decision

tasks (e.g., assess risk for sex trafficking, assess mental health for placement decisions and com-

pensations) without a proper understanding of the decision-making process within which the

decision task is embedded often erase vital contextual and systemic factors that are critical for

informing decisions. For instance, caseworkers shared that the mental health assessment con-

ducted via CANS did not help inform decisions because it only offered an isolated, live snapshot

of exhibited behaviors and did not account for a child’s ecosystem, the impact of trauma, or

help acquire trauma-responsive interventions. Decision-making in high-stakes settings is a com-

plex process that involves information sharing and discussions among several practitioners to

reach consensus decisions. The first step here is to understand this decision-making ecosystem,

critical decision points, and established workflows that inform day-to-day practice. An ongoing

ethnographic engagement helped us understand which aspects of practice and decision-making
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processes can be supported technically and aided by AI systems as well as simple technologies.

Examining the decision-making ecosystem is also imperative because researchers must under-

stand the pragmatic constraints within which an AI system must operate. Creating the time

and space for the collaborative use of the AI system is especially important in high-stress and

fast-paced environments where practitioners carry high workloads and often do not have the

time or cognitive bandwidth to engage with the system as initially intended. Consequently,

regardless of their utility, AI systems hold the risk of becoming a safe default for practitioners

and shifting accountability away from them and onto the system. The implementation and use

of the CANS algorithms provide a case-in-point of this phenomenon. On the other hand, the 7ei

algorithm was specifically designed with these constraints in mind where the agency leadership

first created the time and space (i.e., specialized trauma-informed meetings) for its proper use

as well as designed it for collaborative use. In addition, it is also necessary to recognize potential

points of failure where the system might fail to offer utility. For instance, we highlight in Chapter

7, how uncertainty in cases can be visually depicted by deriving risk, protective, systemic, and

procedural factors from casenotes and communicated to practitioners.

8.2.3 Bridging the HCI and AI Research Gap

Having understood the challenges associated with predicting decisions as well as the complexities

and nuances of the decision-making ecosystem, we deliberately decided to design against the sta-

tus quo of risk prediction and looked towards approaches where we could algorithmically support

the caseworkers’ decision-making processes. In high-stakes domains where improving human-AI

interaction is paramount, AI research must be encapsulated within HCI methods because it helps

us better understand stakeholders’ interactions with the system and assess critical human fac-

tors such as trust, reliance, intelligibility, and explainability of the system. In addition, as noted

above, AI systems designed for high-stakes domains often seek to replicate or replace human

labor without an adequate understanding of the nature of practice and the reality of street-level

decision-making. Here, HCI methods can help us understand organizational workflows, day-

to-day protocols that workers are expected to follow, systemic factors (e.g., policies, resources,

etc.), and the bottlenecks in decision-making. Consequently, this helps us outline the systemic

mechanics as well as the insertion points, scope, and utility of algorithmic decision-making. That

is, how do we design for and support the cognitive environment that would allow the practition-

ers to succeed? The Seven Essential Ingredients (7ei) algorithm discussed in Chapters 3 and

4, provides an interesting case study of a simple algorithmic tool specifically designed to over-

come the obstacles described above. Having faced several frustrations with empirical models,

the agency leadership engaged in theory-driven design and developed 7ei using the principles

of trauma-informed care (TIC). This further allowed them to ensure that decisions made using
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7ei are centered in the theory of practice. The agency also ensured that child-welfare staff were

trained in TIC, created a collaborative setting to ensure the proper use of the tool, and decided

to track multiple TIC outcomes over the life of cases instead of predicting them. Consequently,

what we observed over an extended ethnography was that 7ei received collective buy-in and

significantly better engagement from the caseworkers because the tool is centered in social work

practice and facilitates collaborative decision-making.

As highlighted by Vaughan and Wallach [462], it is imperative to understand the needs of

relevant stakeholders to be able to design for intelligibility techniques that meet these needs.

Moreover, they show that simple models have proved to be just as accurate as complex neural

networks in high-stakes domains. It is imperative to note here that 7ei was designed to cultivate

the human factors of trust, reliance, and intelligibility. It facilitates the child-welfare staff’s

intelligibility needs by 1) providing relevant information, 2) centering this information in a

theoretical framework (i.e., TIC), and 3) demonstrating compliance with evidence-based practice.

The tool was also designed with the intent to decompose the algorithm and turn it into an open-

ended and transparent process that promotes trust and reliance. From a human-AI interaction

standpoint, it is imperative to note that designing for intelligibility needs preceded and impacted

the caseworkers’ engagement, trust, and reliance on the tool. Transparency and explainability

are often endorsed as human factors that might facilitate engagement and improve decision-

making (i.e., making the workings of the algorithm transparent and providing explanations for

predictions). Here, the case study of the CANS algorithm provides a cautionary tale against

prioritizing these human factors over the intelligibility needs of stakeholders. Even though CANS

promotes transparency where all the predictors are accessible to caseworkers, it frustrates the

child-welfare staff because it does not account for the principles of TIC and only offers an

isolated view of the child. This further problematizes explainability because caseworkers were

more invested in explanations of underlying trauma (based on their training in trauma-informed

care). We also learned that different stakeholders had different needs in regard to explainability

and a “one-size-fits-all” approach with respect to algorithm design may not be feasible here. For

instance, the clinical therapist was more interested in explanations about the context surrounding

worsening behaviors per CANS because worsening behaviors at the onset of therapy might signal

that the child was finally working through and processing their underlying trauma. Consequently,

we learned that transparency in regard to CANS promoted the manipulation of data and led to

the diminishing of trust and reliance on the tool.

8.3 Implications for HCDS Methodology

In this section, I discuss implications for the human-centered data science methodology where we

used quantitative methods in conjunction with qualitative methods to approach critical factors
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that impact decisions from different angles and develop a deeper understanding of the decision-

making ecosystem. In the subsections below, I discuss the nuances and patterns of practice as

well as points of alignments and misalignments between qualitative and quantitative approaches

and how combining the two helped us undertake a deeper critical analysis and uncover underlying

systemic mechanics that could not have been accomplished by either approach alone.

8.3.1 Nuances of Practice

In Chapters 3 and 4, we show how algorithms are used at a child-welfare agency where they help

caseworkers make day-to-day decisions about families. Instead of focusing on a single algorith-

mic tool, we outline how a suite of algorithms are embedded within bureaucratic processes at

critical decision points that caseworkers engage with through the course of their practice. We

conducted a two-year ethnography followed by an interview study to understand caseworkers’

daily interactions, points of utility and failure of algorithmic tools in informing decisions, the

impact of policy and systemic factors, and caseworkers’ perspectives in regard to algorithmic

decision-making. Here, qualitative methods helped us understand the nuances of practice and

how cases are assessed by child-welfare staff, and which contextual factors added differentiating

information for cases that may appear similar based on a broad set of predictors (i.e. - risk,

protective, and systemic factors). For instance, we learned about power asymmetries between

caseworkers and foster parents which determined how data was collected about children on the

CANS assessment where foster parents exercised more power than caseworkers. This is the case

because there is a dearth of good foster homes in the system and it is imperative for caseworkers

to maintain good working relationships with foster parents (so that there is always a roster of

foster homes where children can be placed) and support them to avoid closing of these homes.

Therefore, two cases might have entered the system due to the same target problem but the foster

children in these two cases can have significantly different mental health assessments per CANS.

Here, the power asymmetry between foster parents and caseworkers is the critical contextual

factor that determines how data is collected and how subsequent algorithmic decisions are made

about foster children. A longitudinal ethnographic engagement also helped us learn about the

systemic and policy-related constraints within which all decisions must be made. Consequently,

we recognized that algorithms in the public sector continually interact with human discretionary

work (which establishes the decision-making processes) and bureaucratic factors (which estab-

lish the constraints within which all decisions must be made). HCDS as an interdisciplinary

field draws theories and techniques from the social sciences and other disciplines relevant to

the problem at hand to better understand interactions within an ecosystem. Following this

approach, we reviewed scholarly work in human-computer interaction, science and technology

studies, and public administration and embedded that knowledge into a sociotechnical framework
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for algorithmic decision-making in the public sector. This framework demonstrates the practical

trade-offs between the three dimensions (i.e. - human discretion, bureaucratic processes, and

algorithmic decision-making) at both the macro- and micro-levels of an algorithmic model and

if trade-offs cannot be adequately balanced then researchers must consider non-algorithmic ap-

proaches. Critically, for HCDS, we show how qualitative approaches in conjunction with domain

knowledge from relevant disciplines can help us develop generalizable frameworks that capture

the decision-making ecosystem.

An ongoing ethnographic engagement also helped us assess the scope, utility, and insertion

points for algorithmic systems. For instance, we learned that the child-welfare staff engaged in

collaborative meetings where they assessed each case from a trauma-informed perspective and

used an algorithmic tool to conduct this work. This setting provides several key advantages - 1)

it provides the time and space for the proper use of an algorithmic tool, 2) it allows caseworkers

to engage in collaborative decision-making, and 3) the seasoned members of the staff are able

to provide their expertise to inexperienced caseworkers; an important consideration since the

caseworker position experiences high turnover. We also learned about the messy data collection

processes in this domain where caseworkers undertake a significant amount of data labor where

they are mandated to collect information about families ranging from parenting assessments, to

progress in parenting classes and services, medical information, and mental health information

that is necessary for developing and operating algorithms. In addition, caseworkers also per-

formed a significant amount of repair work [242] to make the algorithms work for their clients

and not just meet the demands of policymakers. Understanding these underlying and often

hidden labor practices are essential for conducting human-centered data science and developing

human-centered algorithms. Finally, we learned about a critical data source (namely, casework-

ers’ casenotes) that contains rich, contextual, and situated information about cases that are not

captured by quantitative assessments but are vital for unpacking the decision-making ecosystem.

In sum, qualitative methods helped us understand the decision-making ecosystem, assess

the design space for algorithms that would foster human-AI interaction, as well as understand

why and how a simple algorithmic tool that tracks outcomes over time instead of predicting

them offers higher utility to the child-welfare staff. This is especially important because most

algorithmic introduced in public sector agencies, healthcare settings, etc. seek to replicate or

replace human labor instead of augmenting it. We show that understanding the discretionary

choices that workers make as they navigate bureaucratic processes, conflicting interests, and

algorithmic decisions can help us design interactive AI systems that complement workers’ ex-

pertise and augment the quality of human discretionary work. Critically, embedding ourselves

in the domain for an extended period of time helped us acquire domain knowledge and develop
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a deeper understanding of insights derived from the quantitative analysis that we would have

missed otherwise. In the next section, I highlight some of these quantitative insights that were

further augmented due to our ongoing engagement with the domain and its practitioners.

8.3.2 Patterns of Practice

In Chapters 6 and 7, we conducted a computational narrative analysis of a critical data source,

namely, caseworkers’ narratives that account for the majority of the data stored in child-welfare

digital archives but had not been computationally studied yet. These two studies offer the first

computational inspection of child-welfare casenotes and introduce them as a significant data

source to the HCI and AI research communities. These casenotes are well-positioned to be

studied computationally because the narratives about families are highly individual (i.e., they

contain contextual and situated details about the risk and protective factors, and the family’s

support system) but still share fundamental similarities in terms of personas, power hierarchies,

and the sequence of events. That is, casenotes are constrained in terms of certain topics, personas,

and events which allows us to examine the narrative structure of these documents and compare

them across different types of cases.

In Chapter 6, we highlight the invisible patterns of labor that caseworkers engage in as they

help families navigate the child-welfare system. Surprisingly, we uncovered two themes that

we did not find during the ethnography. We learned that caseworkers helped manage medical

consent between birth parents and foster parents, helped ensure medication schedules for children

were being followed by caregivers, and accompanied clients to medical appointments. We also

learned that caseworkers conducted several quantitative assessments throughout the life of cases

to assess risks, protective factors, and progress in these cases. Interestingly, we did not find these

patterns of labor during the ethnography because the field site for ethnographic work was the

child-welfare agency, however, this street-level labor is undertaken at families’ homes, the doctors’

offices, and service providers. That is, this labor was not observable during the ethnography but

we were able to derive these signals computationally from the casenotes. In addition, we reviewed

job descriptions of caseworker positions and did not find these labor practices outlined in them

either. This further highlights how computational methods can help us study patterns of labor,

how practices are changing on the street level, as well as the new skills that caseworkers are

acquiring that may otherwise be unobservable. Human-Centered Data Science as a discipline

also recognizes that there are many ways of seeing the data and that different epistemological

viewpoints may draw our attention to data-driven insights differently. Looking at the invisible

labor practices described above from a worker-centered perspective shows us that caseworkers

are undertaking a significant amount of added labor that is not part of their job descriptions

in their efforts to help families. However, looking at these labor practices from a social justice
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perspective, we also begin to see the over-surveillance of vulnerable families that takes place in

child welfare where these families are continually subjected to data collection processes that the

caseworkers are mandated to follow.

We also conducted a timeline analysis of topic popularity for low, medium, and high-needs

families where we plotted the distribution of different topics over the life of cases for each of these

groups. We learned that case characteristics (e.g., type of maltreatment, number/age of children,

need for financial assistance, etc.) dictate how much time each family spends in the child-welfare

system, and consequently, affects their number of interactions and the number of casenote entries

written about the family. Analyzing these casenotes also helped us understand that caseworkers

support these three groups (i.e., low-, medium-, and high-needs families) in different capacities

and their work is impacted by different systemic constraints. For instance, caseworkers help low-

needs families acquire essential resources such as employment, food, clothing, and preventive

services. However, for medium-needs families, this involves finding court-ordered services for

their clients such as domestic violence classes, AODA (alcohol and other drug abuse) classes,

therapy, etc. We further illustrate that this means that different systemic constraints arise for

these different groups. Here, a deeper understanding of a family’s needs and systemic constraints

that may arise can help agency leadership divide the workload more equitably such that new

caseworkers are not managing multiple high-needs cases which generally results in burnout and

a high turnover.

From a practice standpoint, it is also imperative to understand the power relationships that

different personas involved in child-welfare cases experience because 1) power asymmetries di-

rectly impact decision-making and as depicted in Chapter 6, also impact the data collection

processes and subsequent algorithmic decisions, 2) power relationships can help us in identifying

the right intervention strategies and decisions as caseworkers engage with families, and 3) it can

also help us in identifying the right person who has the agency to make critical decisions. For in-

stance, short-term foster parents exercise the most agency for medium-needs families, and here,

a designated child-welfare team that works with them would help ensure that new casework-

ers have enough support when developing working relationships with short-term foster parents.

Similarly, it is imperative to ensure that long-term foster parents who are trained and certified

to care for high-needs children are adequately supported by experienced staff.

In sum, from the studies presented in Chapters 5, 6, and 7, we highlighted that the analysis

of caseworker narratives can help uncover patterns of invisible labor, the timeline of critical

events for different types of cases, and power relationships that impact street-level practices. We

also highlight how uncertainty can be visually communicated to agency leadership as a result

of competing and fluctuating factors (i.e., risk, protective, systemic, and procedural factors).
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Computationally deriving these contextual signals can help child-welfare staff make informed

decisions about cases under their care. This is of critical importance because child-welfare staff

who is carrying high caseloads do not have the resources to manually review these casenotes and

make important time-sensitive decisions.

8.3.3 Nuances of Practice vs. Patterns of Practice

Combining insights from qualitative and quantitative methods allowed us to understand patterns

of labor practices, systemic mechanics, and the decision-making ecosystem at scale as well as

deeply understand the nuances of street-level practices at depth [28]. Qualitative methods are

oftentimes proposed as a means to further contextual and fill in the gaps not addressed by

quantitative methods. Here, qualitative methods were indeed indispensable and as noted above,

allowed us to fully gauge the scope and utility of algorithmic decision-making and understand

how to design AI systems that augment human discretionary work instead of seeking to replicate

or replace it. However, as noted in the section above, quantitative methods can help uncover

surprising insights that are even visible to researchers conducting an extended ethnography.

Therefore, beyond just complementing each other, the two approaches can generate two distinct

sets of insights that may contextual and ratify each other but may also problematize findings

from the other. Below I discuss these alignments, misalignments, and their implications.

Alignments. We learned about the power asymmetry between foster parents and caseworkers

from the ethnography which was further ratified by the findings of the computational power

analysis (CPA) presented in Chapter 6. However, CPA added more depth to this analysis by

helping uncover power relationships between several different personas (i.e., caseworkers, foster

parents, birth parents, support system, and children) that we had not initially considered but

appeared regularly in casenotes. The results from CPA allowed us to discuss these findings with

program directors and gather more contextual and hyperlocal insights regarding power relation-

ships. That is, CPA positioned us to ask questions we did not know to ask initially and allowed

us to gather more qualitative insights. Here, the relationship between qualitative and quanti-

tative methods is better understood as a cyclic process where findings from one approach can

facilitate and signal a need for a deeper investigation into the findings from the other approach.

It is also interesting to note that the caseworkers’ exercising less agency than foster parents in

their day-to-day relationships impacted the linguistic choices that they made as they wrote the

casenotes and were clearly picked by CPA. However, a computational method can only help

derive insights that consistently exist in the data to be able to consider it a reliable underlying

pattern. From the ethnography, we learned that legal and medical parties exercised significant

agency in decision-making where the child-welfare staff is only able to make recommendations
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to them. However, these personas also appeared rather sparsely in the casenotes because the

caseworkers interact significantly less with them as compared to foster parents, birth parents,

children, and the family’s support system. Similarly, from the ethnography, we understood that

systemic and procedural factors play a significant role in decision-making, however, computa-

tional analysis in Chapter 7 added more nuance and depth to this analysis by outlining how

these factors interplayed with each other and fluctuated together throughout the life of a case.

This further allowed us to provide empirical evidence about uncertainty in decision-making that

arises as a result of these competing factors.

Misalignments. Comparing across the qualitative and quantitative findings, we also found sev-

eral serious discrepancies where we had initially expected the two sources to complement each

other and contain consistent information (i.e., qualitative findings further contextualize quanti-

tative findings). However, as depicted in Chapter 5, we found that several differences existed

between the risk factors mentioned in the narrative coding of casenotes versus risk factors scored

on the WARM risk assessment. For instance, a caseworker might determine that sexual abuse

of a child occurred in a case and recorded it on the WARM assessment. However, due to the

caregivers’ protective actions (e.g., filing a police report against the perpetrator and getting a

restraining order), no impending risk to the child exists and is recorded as such in the casenotes.

As discussed in Chapter 5, here the discrepancy is significant enough that it would result in a

high standard investigation with significant CPS involvement if the family is re-referred in the

future. This prodded us to inspect these incongruities between the two data sources and draw

attention to the data collection processes and faulty underlying assumptions that become embed-

ded in risk assessments. For instance, we learned that initial assessment (IA) caseworkers relied

more on their impressions of the family when conducting risk assessments because not much in-

formation is available at the onset of a case. They score variables such as “parents’ cooperation

with the agency” that inadvertently captures a parent’s response to an intervention rather than

the effectiveness of the intervention itself. Connecting these findings to social work literature, we

learned that this problem is further compounded by a high turnover problem in the caseworker

position. Inexperienced caseworkers are known to engage in self-defensive decision-making where

they over-estimate risks and record them as such in risk assessments. Subsequently, this data

becomes embedded in risk assessment algorithms that predict high-risk scores for families that

have had prior involvement with CPS. Similarly, we learned that computational narrative analy-

sis found signals that further contextualize and validated findings from the ethnography but we

also found signals that problematize some qualitative findings. We attended numerous meetings

where the child-welfare staff made collaborative decisions about cases from a trauma-informed

perspective; centering them in evidence-based practice that promotes family well-being. How-
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ever, the computational narrative analysis uncovered that several critical street-level decisions

are still individually and arbitrarily made by caseworkers when interacting with families. We

also learned that with high caseloads, most caseworkers engaged in defensive decision-making

where they were more focused on completing their procedural tasks than helping families (e.g.,

caseworkers caring more about documentation about services, content forms, completion of as-

sessments than helping parents navigate the system). That is, we learned that decisions were

collaboratively reached in the trauma-informed meetings but did not necessarily mean that case-

workers followed through on these decisions when interacting with families. This key difference

highlights why we need to pay close attention to the street-level practices of caseworkers (high-

lighted by computational narrative analysis) and not just the practice model implemented by

the agency (highlighted by the ethnography). Finally, we learned during the ethnography that

the child-welfare staff writes detailed narratives about cases, however, as depicted in Chapters 6

and 7, we were further able to contextualize this finding computationally by interrogating these

casenotes. This allowed us to learn that unlike the casenotes written by IA caseworkers that

contained information about perceived risks and were not credible, the casenotes written by the

family preservation team contained detailed and credible information about cases since this team

works closely with parents throughout the child-welfare process and understands their needs.

In sum, qualitative methods are often proposed as filling in the gaps of computational research

and further contextualizing them. However, we learned that it is also possible for computational

methods to contextualize, ratify, and/or problematize qualitative findings. This further high-

lights the need to employ both methodologies for developing a deeper understanding of complex

sociotechnical systems.

8.4 Implications for AI Governance

Child-welfare (CW) agencies in the United States increasingly rely on federal and philanthropic

funding to support their operations [425] with more grant funding opportunities made available

to agencies that invest in innovative evidence-based programs. As highlighted by Simon et al.

[425], 231 federal grants (total sum of $515,092,496) were awarded to agencies implementing

evidence-based programs and 96 grants (total sum of $224,809,279) specifically awarded for

systems reform and integration. In addition, the most funded projects by philanthropic or-

ganizations fall under that umbrella of Data/mapping data sources that seek to improve the

collection of data and development of data systems related to child well-being and public child

welfare systems [425]. Even though it is unclear how much of the federal grant funding seek-

ing to support evidence-based programs were awarded to analytics projects, a recurring theme

across the literature has been the need to improve child welfare data systems to facilitate the
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breadth and depth of data collection processes, improve case management, and data tracking

[425, 226, 439, 225]. Recently, more federal funding has been made available to CW agencies

that implement the new Comprehensive Child Welfare Information System (CCWIS) data sys-

tem that further improves data collection mechanisms, integrates data from previously siloed

departments, and supports bi-directional data exchange between courts, education systems, and

Medicaid [225].

Even though it is inherently good practice for CW agencies to develop improved case man-

agement systems, we want to draw caution against these agencies uncritically acquiring CCWIS-

based algorithmic systems developed by tech startups [239, 371, 447, 238, 33]. In Chapter 7,

we provide evidence regarding how such off-the-shelf systems developed in one jurisdiction can

do harm to families in another jurisdiction because the system does not account for the varying

policies, practices, and systemic constraints across these different regions. CW agencies have

continued to rely on counsel from the federal government in the form of initiatives, regulations,

and evidence-based approaches yet federal directives have continually focused on the need for

CW agencies to adopt data-driven practices without providing adequate guidelines that focus

on the why and how to integrate these systems and train the workforce on their use. Con-

sequently, CW agencies in several states have rushed to adopt “something” in order to prove

that they are employing scientific and evidence-based practices — but without ensuring that

child welfare stakeholders have a strong understanding of how the model works, how to assure

fidelity, and how to assess the model for issues of ethics and equity. Here, there is a dire need for

federal guidelines on AI regulation and governance especially as more states begin adopting al-

gorithmic decision-making in child welfare. A recent survey conducted by the ACLU highlighted

that 11 states are currently using predictive analytics in their CW agencies while 26 states are

considering the use of these systems [391].

Moreover, as we show in Chapters 3 and 4, there are serious data provenance and ethical

concerns regarding the use of algorithmic decision-making where caseworkers must not only un-

dertake the data work necessary to run AI systems but also undertake added labor in the form

of repair work [242] to make these systems work for their clients. Algorithms, in their current

form, have also added more barriers to consistent and evidence-based decision-making and di-

minished the quality of social work practice. Additionally, tech startups are only focused on

the costs associated with the initial development and deployment of an AI system. However,

already underfunded CW agencies are assuming the costs of the added labor required to adopt

and integrate the system into their decision-making processes. On the other hand, the 7ei algo-

rithm discussed in Chapters 3 and 4 offers an interesting case study regarding the ethical and

responsible use of a system that has received collective buy-in from the caseworkers and led to
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better outcomes for families under their care. However, agency leadership had to invest in a sig-

nificant amount of resources in terms of trainings, specialized consultations, hiring experts, and

creating the time and space (in terms of collaborative 7ei meetings) to ensure proper utilization

of the algorithmic tool. That is, there is a significant amount of human labor that went into

the integration of 7ei into daily work routines. It is imperative to note that these investments

must be made in order to rebuild and improve decision-making processes that utilize algorithmic

systems. Here, it is imperative to assess the sustainability of AI projects in the public sector

and consider the costs associated with training workers, developing integration processes, and

evaluating these systems.

Per the Family First Prevention Services Act (FFPSA) passed in 2018, child welfare is sup-

posed to transition towards a "families as partners" model where the primary goal is to achieve

reunification for children with their birth parents and where parents play an equal role in decision-

making. However, as we highlight in Chapter 5, power asymmetries become embedded within

risk assessments where caseworkers exert more power over birth parents, engage in defensive

decision-making where they overestimate risks and make arbitrary decisions that harm families

due to high caseloads and inability to devote the necessary time to each case. Consequently, al-

gorithmic systems are creating a layer of obfuscation where such power asymmetries can become

embedded within them. Algorithmic decision-making, as proposed by tech startups, is at odds

with the goals of the Family First Prevention Services Act.

8.5 Future Work

In this section, I describe some future research trajectories that will further build upon the

findings and lessons learned from this dissertation work.

8.5.1 Developing Responsible Deliberation Processes to Support AI Innovation.

We learned from the CANS algorithm case study that theoretical design and involving domain

experts in the process can fall short if there is a gap in knowledge regarding the capabilities

and limitations of algorithmic systems. The re-appropriation of the CANS assessment into the

CANS algorithm stripped away the temporality of variables; a key consideration for domain

experts when conducting the individualized assessment. The assessment was also designed using

communimetrics theory to facilitate sharing of information among parties and not to measure or

predict any outcomes [301]. Therefore, as a precursor to the algorithm design process, it is first

necessary to deliberate on the capabilities and limitations of AI systems in non-technical terms

with domain experts. To accomplish this in the future, researchers should consider developing

toolkits (consisting of a blueprint of AI capabilities, their limitations, and practical, real-world

use cases) that facilitate stakeholder deliberation and ideation of technologies that offer higher
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utility. We will conduct focus groups and/or workshops with the practitioners and anticipate

this to be an iterative process. The goal here will be to create a standardized interactive process

that employs the toolkit and is repeatable across other domains such as healthcare, and human

resources, among others.

8.5.2 Human-AI Complementarity and Collaboration

Between the gaps of all data-driven decisions, practitioners make several implicit and explicit

discretionary choices that arise from their contextual knowledge of the domain as well as pro-

fessional expertise developed over time. In future studies, we will seek to further explore the

implications of these discretionary choices and how to translate them into the design of interac-

tive AI systems that augment the quality of human discretionary work. That is, how does the

practitioners’ tacit and explicit knowledge inform their choices and what are their implications

for human-centered design? Incorporating these insights into systems design will ensure that the

system is human-centered and situated in the nature of practice. This will further ensure that

machine intelligence complements human intelligence and augments human decision-making. In

addition, it is imperative to recognize that most critical decisions in high-stakes domains are

collaboratively made and AI systems must not only complement the nature of practice but also

make room for consensus decisions. Here, the next step will be to have discussions with prac-

titioners about where and how the system integrates into their decision-making processes and

what are the pragmatic constraints within which it must operate. That is, developing processes

for the collaborative use of an AI system and recognizing the points of failure. Creating the

time and space for the proper use of the AI system is especially important in high-stress and

fast-paced environments where practitioners carry high workloads and often do not have the

time or cognitive bandwidth to engage with the system as initially intended. Consequently, re-

gardless of their utility, AI systems hold the risk of becoming a safe default for practitioners and

shifting accountability away from them and onto the system. In addition, it is also necessary to

recognize potential points of failure where the system might fail to offer utility. For instance,

what does uncertainty in decision-making look like, and in which cases is it most likely to persist

and accumulate? How can the system communicate this uncertainty (and possible sources) with

practitioners to facilitate collaborative discussions?

8.5.3 Incorporating Newer Methodologies into Human-Centered Data Science

Human-Centered Data Science is a relatively new interdisciplinary field and it is necessary to

introduce new methodological lenses to this field that facilitate a deeper and critical study of

complex sociotechnical systems. For instance, researchers recently released a Python library

for causal inference that supports the modeling and testing of causal assumptions [417]. There
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is special interest in the child-welfare research community comprising political scientists, social

scientists, and computer scientists to study the causal pathways that children and families take

through the child-welfare system and the impact of policies and systemic factors on these path-

ways. In addition, combining quantitative insights derived from casual modeling with qualitative

member checks as conducted in Chapters 6 and 7 can reveal hyperlocal insights that further con-

textual the impact of policies on vulnerable communities. For instance, it would be interesting

to study whether the Family First Prevention Services Act (FFPSA) passed in 2018 is beginning

to improve reunification outcomes for families five years later. Similarly, Cambo and Gergle [87]

recently introduced the concepts of model positionality and computational reflexivity that allow

data scientists to deeply investigate datasets and communicate the social and cultural context

surrounding a model’s development and use. This is of critical importance in the public sector

where the datasets are inherently a product of human data collection processes and embed human

biases within the datasets. Similarly, Gordon et al. introduced jury learning [207] to showcase

how practitioners can make explicit value judgments when seeking to resolve disagreements in

contested tasks (e.g., content moderation) and disagreement deconvolution [208] that transforms

machine learning metrics such as precision or ROC AUC to account for the underlying distri-

bution of labels and better reflect the decision-making reality of often contested human-facing

tasks, and consequently, facilitate a more human-centered evaluation of human-facing systems.

8.6 Concluding Remarks

This dissertation assumes the dual roles of computing as rebuttal and computing as synecdoche

and beyond the specific contributions highlighted above, makes the following three broader con-

tributions. First, it showcases how algorithmic decision-making in the public sector needs to

be understood as a three-way interaction between human discretion, bureaucratic processes,

and algorithms and contributes this knowledge to public interest technology literature. Sec-

ond, it offers the first computational inspection of child-welfare casenotes and provides a critical

case study to human-computer interaction (HCI) and critical computing literature of designing

against the status quo, when not-to-design, and designing to algorithmically support the prac-

titioners’ cognitive environment without providing predicted decisions. Finally, it contributes a

critical case study to the Human-Centered Data Science (HCDS) literature and showcases how

HCDS methodologies can be used to uncover critical systemic interactions, invisible patterns

of labor, power asymmetries, as well as experiences of affected communities that have direct

implications for the design of human-centered algorithms in the public sector.
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