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ABSTRACT
NOVEL STATE ESTIMATION TECHNIQUES AND THEIR APPLICATIONS

Jiayi Su, B.S., M.S.

Marquette University, 2024

This dissertation contributes to the field by developing and applying novel state
estimation techniques in three distinct areas: the detection of cyber-physical sys-
tems (CPS) intrusion, the estimation of State-of-Charge (SOC) and State-of-Health
(SOH), and multi-object tracking in video sequences.

In the first area, emphasis is placed on the detection of unknown intrusion signals
within CPS. A pioneering detection scheme is formulated to discern potential cyber-
attacks on industrial control systems. A novel intrusion model is first introduced and
subsequently incorporated into the Multi-Model Adaptive Estimation (MMAE) tech-
nique for the identification of sensor or actuator attack signals. Simulation results
underscore the effectiveness of the proposed technique in detecting unknown intru-
sions. Furthermore, the integration of a fading memory technique into the MMAE
approach expedites the detection process, simulation results verified the proposed
approach.

The second area addresses the estimation of SOC and SOH of Lithium-ion bat-
teries. Three innovative estimation techniques are developed to precisely estimate
SOC and capacity of Lithium cells in an online fashion. Initially, an adapted MMAE
technique is employed for online SOC estimation, and subsequent improvement is
achieved by combining MMAE with EKF to enhance accuracy and reduce compu-
tation cost. Finally, a simultaneous SOC and cell capacity estimation technique
is introduced, demonstrating superior performance compared to existing methods
under similar conditions, as validated by simulation results.

The third area includes the multi-object tracking (MOT) problem. Herein, an
enhanced motion model and a novel reduced-order Kalman filter are introduced to
augment MOT accuracy while concurrently alleviating computational burdens. Ex-
perimental results substantiate the heightened tracking performance without incur-
ring additional computational costs. Additionally, a novel steady-state reduced-order
Kalman filter is presented, further contributing to the reduction in computation costs.
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Chapter 1: Introduction

State estimation theory plays a crucial role in various fields, ranging from robotics

[4] and autonomous systems [5] to finance [6] and aerospace engineering [7]. It in-

volves the estimation of unobserved states of a system based on available measure-

ments, control inputs, and system dynamics. By combining noisy and incomplete

observations with the system dynamics, state estimation techniques provide a means

to infer the true state and provide valuable insights for decision-making, control, and

prediction.

This dissertation presents an in depth introduction to state estimation theory,

discussing its fundamental concepts, methodologies, and applications in many areas.

Specifically, different state estimation approaches, such as Multiple Model Adaptive

Estimation (MMAE) and reduced-order Kalman filter, were explored. This disser-

tation highlights the importance of state estimation in real-world scenarios, empha-

sizing its applications in cyber-physical system (CPS) attack detection [8, 9, 10],

Lithium-ion cells’ state estimation [2, 3, 11], and multi-object tracking (MOT) prob-

lems.

In this chapter, Section 1.1 of the literature review begins by exploring the his-

torical background of state estimation algorithms, encompassing the evolution of the

theory and its diverse applications. Subsequently, an evaluation of the strengths and

weaknesses of previous state estimation techniques is provided in a concise manner.
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Following that, several estimation techniques used in this dissertation for addressing

the intrusion detection, the Lithium-ion cell state estimation and the MOT problems

are derived. Section 1.2 provides the derivation of the Kalman filter, the Extended

Kalman filter and Multi-Model Adaptive Estimation (MMAE) technique, which will

be used later in this dissertation. Building upon the existing literature and esti-

mation techniques, Section 1.3 provides a general introduction to CPS intrusion

detection, Battery Management System (BMS) and the MOT problem, along with

current techniques to solve those problems. The subsequent sections of the chapter

are organized as follows: Section 1.4 presents the dissertation’s overall structure and

organization, Section 1.5 outlines the specific contributions made by this dissertation

and provides a summary on previous introductions.

1.1 Literature Review on State Estimation Theory

State estimation is the process of determining the internal state of a system from

its input and output [12]. It is a fundamental problem in many fields of science

and engineering, such as control theory, signal processing, robotics, navigation, and

power systems [12, 13, 14]. State estimation can be performed using deterministic

or stochastic approaches, depending on the nature of the system and the available

measurements.

Figure 1.1 shows a block diagram of a typical simple discrete-time state estimator-

based control system. The state estimator computes the state estimate x̂k with the

given control input uk and sensor measurement yk. After that, a state feedback

controller gain can be designed based on the given state estimate x̂k, and the closed-
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loop control input is represented as uk = −Kx̂k+rk, where rk is the reference signal.

Figure 1.1, illustrates the basic concept of state estimation-based control.

+
− Plant

State Estimator

Control Gain

rk uk = −Kx̂k + rk yk

uk yk

x̂k

Kx̂k

Figure 1.1: Block diagram of a simple discrete-time state estimator-based control
system.

One of the earliest and most widely used methods for state estimation of linear

systems is the Luenberger observer, proposed by David G. Luenberger in 1964 [15].

The Luenberger observer is a state estimator that runs in parallel with the physical

system and uses the input-output measurements to correct its state estimate [16].

The Luenberger observer requires the system to be observable, meaning all state

variables can be fully reconstructed from the outputs. The design of the Luenberger

observer involves choosing an observer gain matrix that determines how much the

error between the model output and the true output affects the state estimate [16].
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In terms of the stochastic system with noisy input and measurement, the Kalman

filter is usually implemented to minimize the mean square error between the esti-

mated and true states [13]. If the noise is Gaussian distributed, an optimal estimator

gain can be computed to find system state estimates. This optimality property makes

the Kalman filter ideal for scenarios where the system is linear and noise is additive

with known characteristics.

In terms of the nonlinear stochastic system, the Kalman filter can be modified

to the Extended Kalman Filter (EKF) or the Sigma Point Kalman Filter (SPKF).

Both are used to estimate states for nonlinear systems [12]. The basic idea of the

EKF is to linearize the system around the current state estimate using Taylor series

expansion, then the Kalman filter estimate is based on the first term of the Taylor

series expansion [12]. Note the EKF is usually used when the nonlinearity of the

system is mild. If the system dynamics are highly nonlinear, the first order Taylor

approximation would not be accurate enough to capture the global system behavior.

In this case, a second order EKF can be applied, however, the computation cost is

usually increased by adding higher order terms.

Another approach for solving the nonlinear state estimation problem is the SPKF.

Compared to the EKF, there is no need to linearize the system before applying

SPKF [1]. Nonlinearities of the system can be propagated through the selected

Sigma Points, and then the state estimates can be computed recursively [17]. A fine-

tuned SPKF state estimation usually yields superior accuracy compared to the EKF.

Notably, the SPKF exhibits the remarkable ability to provide robust state estimates

even when the initial state estimate is imprecise. In essence, meticulous calibration
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through trial and error of SPKF parameters can yield exceptionally accurate and

resilient state estimations, all the while incurring a computational cost that is nearly

equivalent to that of the EKF.

However, it is important to note that achieving the best SPKF performance

necessitates a careful adjustment of weighting constants – a task that can be quite

challenging [1, 2]. If these constants are not finely tuned, the SPKF’s estimation

results may fall short of those obtained with the EKF. Additionally, the crux of

the SPKF’s success largely hinges on one’s experience, as there is no systematic

knowledge available to guide the tuning of these constants. Variations of Kalman

filter’s adaptability to nonlinear systems offers a distinct advantage in scenarios where

linear models inadequately represent the complexities of the system dynamics.

The Particle Filter (PF) stands as another powerful and versatile technique for

estimating the state of a dynamic system. Particle filtering is particularly adept at

handling nonlinear and non-Gaussian state estimation problems, making it invaluable

in a wide range of applications, from robotics and autonomous navigation to finance

and environmental modeling [18, 19, 20, 21]. The core idea behind the Particle Filter

is to represent the probability distribution of the system’s state using a set of discrete

particles or samples [22]. Each particle encapsulates a hypothesis about the system’s

state at a given time. By propagating these particles through the system’s dynamic

model and updating their weights based on the likelihood of observed measurements,

the Particle Filter provides an approximation of the posterior distribution of the

state [23]. As more measurements are acquired over time, the particles converge to

better representations of the true state, allowing for highly accurate and adaptable
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estimation.

However, several drawbacks still limit its usage scenarios despite its ability to

estimate system states with highly nonlinear dynamics. Since the number of particles

assigned to the filter is related to the computation cost, it is hard to have accurate

estimation results, especially when it is running on devices with limited computation

resources. Also, resampling techniques are required to maintain diversity among

particles at each iteration, since some particles may become degenerate, meaning they

carry very little weight or significance in the estimation process [12]. In addition, the

choice of initial particle distribution can also impact the Particle filter’s convergence

and accuracy. Finding an appropriate initialization strategy can be challenging,

especially when little prior information is available. In this case, while it offers

significant advantages in handling complex and dynamic scenarios, its computational

complexity, sensitivity to initialization, and potential challenges related to high-

dimensional state spaces should be carefully considered in its application.

Some variants of the aforementioned techniques have also been investigated. For

example, to improve the computational efficiency and reduce the real-time processing

time, the reduced-order Kalman filter and steady-state Kalman filter are introduced.

These can be implemented on devices with limited computational resource, or can

be used to improve the processing time [24].

The reduced-order Kalman Filter is commonly used when a subset of the state

variables can be measured directly [12]. In this case, there is no need to estimate

all states of the system. Hence, a reduced-order estimator can be designed to only

estimate the remaining state variables. By using the reduced-order Kalman Filter, a
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balance between estimation accuracy and computational efficiency can be achieved.

It is particularly well-suited for applications in which high-dimensional state space

models or real-time processing constraints pose challenges [25]. The strength of this

filter lies in its ability to reduce the dimensionality of the state space while still

providing accurate and reliable state estimates. This reduction in computational

requirements translates into faster estimation updates and real-time capabilities.

The steady-state Kalman filter is another approach used when the computa-

tional resource are limited [13, 14]. Different from the reduced-order Kalman filter,

the steady-state Kalman filter computes the steady-state Kalman gain and state er-

ror covariance matrix offline. In this case, the estimator can be iterated by using

the steady-state (constant) Kalman gain, hence eliminating the need for continuous

Kalman gain and covariance matrix updates. Compared to the traditional Kalman

filter, the Steady-State Kalman Filter calculates these parameters once and assumes

that they remain constant over time. By doing this, it significantly reduces the

computational burden compared to the traditional Kalman filter. It provides bet-

ter memory efficiency compared to the regular Kalman filter due to its steady-state

Kalman gain [26]. Similar to the reduced-order Kalman filter, this feature is advan-

tageous in resource-constrained environments.

Another advanced estimation technique is Multi Model Adaptive Estimation

(MMAE), MMAE is an adaptive estimation technique that can be used for system

parameter identification, or system state estimation [2, 3, 11, 12, 13]. It estimates

system state variables or parameters by employing a set of distinct models to capture

different operating modes or behaviors.
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The essence of MMAE lies in its ability to maintain multiple candidate models,

each of which represents a hypothesis about the system’s behavior. These models

can encompass a wide range of dynamics and operating conditions, allowing the

estimator to be more adaptive compared to traditional estimation approaches. By

simultaneously considering various potential system behaviors, MMAE offers a more

comprehensive and accurate estimation of the true system parameter and state.

MMAE has found applications across diverse domains, including aerospace [27],

autonomous navigation [28], robotics [29] and Battery Management Systems (BMS)

[2, 3, 11]. It has proven especially valuable in scenarios where systems exhibit abrupt

changes, nonlinearities, or uncertainties that challenge the assumptions of single-

model estimators like the Kalman filter. For example, in the Lithium-ion battery cell

BMS estimation problem, MMAE can effectively handle changes in state-of-charge,

state-of-health and sensor reliability, ensuring safe and reliable operation [2, 3, 11].

Other estimation techniques also play an important role in different applications.

For example, the H-infinity filter is usually used for applications where system mod-

eling is imprecise or where the system dynamics are subject to significant variations.

Robust Kalman filtering is often applied to address the challenges posed by noise and

parameter uncertainties. The Kalman filter with delayed measurements is designed

in the case where sensor measurements may not be available in real-time and can

be subject to delays due to various factors, such as communication lag or sensor

processing time [12, 13].
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1.2 Introduction to the Estimation Techniques Used in This Work

1.2.1 Kalman Filter

Consider the system

xk+1 = Akxk +Bkuk + Fkvk (1.1)

yk = Ckxk +Dkuk +Gkwk (1.2)

where Ak, Bk, Ck, Dk, Fk, Gk are system dynamics, xk ∈ Rn and yk represent system

state variables and measurements, vk, wk are system state and measurement noise

with statistics defined by

vk ∼ N(0, Vk) (1.3)

wk ∼ N(0,Wk) (1.4)

where Vk,Wk represent system state and measurement noise covariance, and vk, wk

are white noise (uncorrelated in time).

To estimate the system state x̂k with given control input uk and output measure-

ment yk, the state estimator can be written as

x̂k+1 = Akx̂k +Bkuk +Kk(yk − ŷk) (1.5)
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where Kk is the estimator gain (also known as Kalman gain), and

ŷk = Ckx̂k +Dkuk (1.6)

Note in (1.5), once the estimator gain Kk is found, the state estimate x̂k can be

found recursively by initializing x̂0. This can be done by minimizing the expected

value of the estimation error covariance Pk+1 = E{(ek+1)(e
T
k+1)}, where

ek+1 = xk+1 − x̂k+1 (1.7)

Substitute (1.1) and (1.5) into (1.7):

ek+1 = [Akxk +Bkuk + Fkvk]− [Akx̂k +Bkuk +Kk(yk − ŷk)]

= (Ak −KkCk)ek + Fkvk −KkGkwk

(1.8)

Substitute (1.8) into the error covariance equation

Pk+1 = E{(ek+1)(e
T
k+1)}

= AkPkA
T
k − AkPkC

T
k K

T
k −KkCkPkA

T
k

+KkCkPkC
T
k K

T
k + FkVkF

T
k +KkGkWkG

T
kK

T
k

(1.9)

Here, the trace of the error covariance matrix Pk+1 can be minimized to determine the

Kalman gain Kk. Since Pk+1 is a diagonal and symmetric matrix (vk, wk are assumed

to be uncorrelated, thus the off-diagonal entries of Vk, Wk are all zero), minimizing

Pk+1 is equivalent to minimize the trace of Pk+1. In this case, the Kalman gain
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Kk can be found by taking the partial derivative of Tr{Pk+1} with respect to the

Kalman gain:

δTr{Pk+1}
δKk

= −2AkPkC
T
k + 2Kk(CkPkC

T
k +GkWkG

T
k ) (1.10)

The Kalman gain, Kk, can be found by setting (1.10) to be zero, which yields

Kk = AkPkC
T
k (CkPkC

T
k +GkWkG

T
k )

−1 (1.11)

By substituting (1.11) into (1.9),Pk+1 can be simplified as

Pk+1 = AkPkA
T
k − AkPkC

T
k (CkPkC

T
k +GkWkG

T
k )

−1CkPkA
T
k + FkVkF

T
k (1.12)

In summary, the Kalman filter is shown as:

Algorithm 1 Summary of Kalman filter

1: Initialization: Initialize the state estimate x̂0 and error covariance matrix P0

2: for k = 0, 1, 2, . . . do
3: Kk = AkPkC

T
k (CkPkC

T
k +GkWkG

T
k )

−1

4: x̂k+1 = Akx̂k +Bkuk +Kk(yk − ŷk)
5: Pk+1 = AkPkA

T
k − AkPkC

T
k (CkPkC

T
k +GkWkG

T
k )

−1CkPkA
T
k + FkVkF

T
k

6: end for

1.2.2 Extended Kalman filter
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Consider the nonlinear system

xk+1 = f(xk, uk, vk) (1.13)

yk = h(xk, uk, wk) (1.14)

where f() and h() represent the nonlinear system state and output function. Similar

to the linear system shown in (1.1) and (1.2), xk is the system state, uk is the control

signal, vk ∼ N(0, Vk) and wk ∼ N(0,Wk) are system state and measurement noise.

To estimate xk, an extension to the linear Kalman filter is made, so that it can be

adapted for the nonlinear system. Specifically, system dynamics (1.13) and (1.14)

are linearized using Taylor series expansion

Ak =
∂f

∂x

∣∣∣∣
x=x̂k,u=uk,vk=v̄

(1.15)

Ck =
∂h

∂x

∣∣∣∣
x=x̂k,u=uk,wk=w̄

(1.16)

Fk =
∂f

∂v

∣∣∣∣
x=x̂k,u=uk,vk=v̄

(1.17)

Gk =
∂h

∂w

∣∣∣∣
x=x̂k,u=uk,wk=w̄

(1.18)

where Ak, Ck, Fk, Gk are linearized system dynamics evaluated at current state es-

timate x̂k, control signal uk, and the mean of state or measurement noise, v̄ or w̄
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respectively.

With the given linearized system dynamics, the linear Kalman filter can be ex-

tended for nonlinear system state estimation, and the state estimator is modified

as

x̂k+1 = f(x̂k, uk, v̄k) +Kk(yk − h(x̂k, uk, w̄k)) (1.19)

In summary, the extended Kalman filter is shown as:

Algorithm 2 Summary of extended Kalman filter

1: System Linearization: Linearize the system, find Ak, Ck, Fk, Gk matrices
2: Initialization: Initialize the state estimate x̂0 and error covariance matrix P0

3: for k = 0, 1, 2, . . . do
4: Kk = AkPkC

T
k (CkPkC

T
k +GkWkG

T
k )

−1

5: x̂k+1 = f(x̂k, uk, v̄k) +Kk(yk − h(x̂k, uk, w̄k))
6: Pk+1 = AkPkA

T
k − AkPkC

T
k (CkPkC

T
k +GkWkG

T
k )

−1CkPkA
T
k + FkVkF

T
k

7: end for

In summary, the EKF is an extension of the linear Kalman filter, developed for

estimating state variables for nonlinear systems. Compared to the linear Kalman

filter, the nonlinear system is first linearized with Taylor series expansions to ap-

proximate the system and measurement models around the equilibrium point. Then

the extended Kalman gain and the error covariance matrix can be updated at each

iteration. Finally, state estimates can be computed with the given Kalman gain.
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Note, while the EKF can provide reasonable estimates for mildly nonlinear systems

by locally linearizing the models, its performance may deteriorate as the degree of

nonlinearity increases and the linearization errors become more significant [12]. In

highly nonlinear scenarios, the EKF may not provide reliable results due to those

issues. In this case, another nonlinear state estimator, such as the SPKF or the

Particle filter are usually used.

1.2.3 Multi-Model Adaptive Estimator

In the MMAE technique, the unknown parameter of a system, can be estimated

adaptively using the control signal and the measurement data. The unknown pa-

rameter is quantized as a discrete set of N possible values. With the given set of the

quantized parameter candidates, N estimators can be designed, each of which specif-

ically targets a possible parameter candidate from among this set. The estimators

are then grouped as a bank with a common input. The corresponding conditional

probability for each possible parameter candidate can be adaptively calculated using

Bayes’ rule. The specific filter with the highest conditional probability is selected as

the most likely parameter at the current iteration. [2, 3, 11, 12, 13].

Consider the system with an unknown parameter θ, which is quantized to a finite

number of parameter candidates {θ1, θ2, . . . , θi, . . . , θN}:

xk+1|θi = Ak|θixk|θi +Bkuk + Fkvk (1.20)

yk|θi = Ck|θixk|θi +Dkuk +Gkwk (1.21)

where i = 1, 2, . . . , N . Each θi have an assumed or known initial a priori probability
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p(θi | Y0), where Yk represents all measurement up through time k.

Given the system model with quantized unknown parameter candidate, N Kalman

filters can be assigned, one for each model:

Algorithm 3 Kalman filters designed for quantized unknown parameter candidates

1: Initialization: Initialize the state estimate x̂0,θi and error covariance matrix

P0,θi for each quantized parameter candidate θi

2: for k = 0, 1, 2, . . . do

3: Ωk|θi = Ck|θiPk|θiC
T
k|θi +GkWkG

T
k

4: Kk|θi = Ak|θiPk|θiC
T
k|θiΩ

−1
k|θi

5: x̂k+1|θi = Ak|θix̂k|θi +Bkuk +Kk|θi(yk − ŷk|θi)

6: ŷk|θi = Ck|θix̂k|θi +Dkuk

7: Pk+1|θi = Ak|θiPk|θiA
T
k|θi + FkVkF

T
k −Kk|θiCk|θiPk|θiA

T
k|θi

8: end for

Since the unknown parameter is quantized to a finite number of grid points, the

conditional probability of the each parameter given the set of all measurements Yk

up through time k can be found using Bayes’ rule:

p(θi | Yk) =
p(yk | Yk−1, θi)p(θi | Yk−1)∑N
i=1 p(yk | Yk−1, θi)p(θi | Yk−1)

(1.22)

In (1.22), p(θi | Yk−1) is the a priori conditional probability of p(θi | Yk), and (1.22)
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can be solved recursively once p(yk | Yk−1, θi) and p(θi | Yk−1) are known. The

initialization of the a priori probability p(θi | Y0) is simply by design. Note the sum

of all a priori probabilities tuned to its corresponding parameter is one.

In order to update p(θi | Yk), the probability density function p(yk | Yk−1, θi)

needs to be found. It is shown that the convergence of the a posteriori probability

is independent of the probability density function [13, 30]. Therefore, all state and

measurement noise can be assumed to have a Gaussian distribution, which produces

Gaussian conditional probabilities. In this case, p(yk | Yk−1, θi) can be represented

as

p(yk | Yk−1, θi) = (2π)
− n/2

∣∣∣Ω−1
k|θi

∣∣∣1/2 ·
exp

(
−1

2
ỹTk|θiΩ

−1
k|θi ỹk|θi

) (1.23)

In (1.23), n is the order of the system dynamics, ỹk|θi is the innovation sequence

with its corresponding θi, represented as

ỹk|θi = yk − ŷk|k−1,θi (1.24)

where ŷk|k−1,θi is the estimated measurement signal (also called innovation) associated

with the Kalman filter with its corresponding parameter candidate.

In (1.23), Ωk|θi is the innovation covariance and is presented as

Ωk|θi = E
[
(yk − ŷk|k−1,θi)(yk − ŷk|k−1,θi)

T
]

= CkPk|θiC
T
k +GkWkG

T
k

(1.25)
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where Pk|θi is the error covariance matrix which can be computed recursively using

the Riccati equation from its corresponding Kalman filter equations.

Proof of convergence of the MMAE technique can be found in [13], and the

pseudocode of the MMAE technique is generalized as below:
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Algorithm 4 MMAE algorithm

1: Initialization 1: Quantize the unknown parameter to a finite set:

{θ1, θ2, . . . , θi, . . . , θN}. (Note: N is the number of filters)

2: Initialization 2: Initialize the state estimate, x0|θi , the a priori probabilities,

p(θi | Y0) and the error covariance, P0|θi for all filters.

3: for k = 0, 1, 2... do

4: for i = 1...N do

5: Ωk|θi = Ck|θiPk|θiC
T
k|θi +GkWkG

T
k ▷ Set up Kalman filters for each

quantized parameter candidate

6: Kk|θi = Ak|θiPk|θiC
T
k|θiΩ

−1
k|θi

7: x̂k+1|θi = Ak|θix̂k|θi +Bkuk +Kk|θi(yk − ŷk|θi) ▷ Conditional state estimate

8: ŷk|θi = Ck|θix̂k|θi +Dkuk

9: Pk+1|θi = Ak|θiPk|θiA
T
k|θi + FkVkF

T
k −Kk|θiCk|θiPk|θiA

T
k|θi

10: ỹk|θi = yk − ŷk|θi

11: p(yk | Yk−1, θi) = (2π)
− n/2

∣∣∣Ω−1
k|θi

∣∣∣1/2 exp (−1
2
ỹTk,θiΩ

−1
k,θi

ỹk,θi
)

12: p(θi | Yk) =
p(yk|Yk−1,θi)p(θi|Yk−1)∑N
i=1 p(yk|Yk−1,θi)p(θi|Yk−1)

▷ Compute the a posteriori

probabilities for each parameter candidate

13: end for

14: The most likely unknown parameter can be determined based on p(θi | Yk)

15: x̂k+1|k =
∑N

i=1 p(θi | Yk)x̂k+1|,θi ▷ Blended state estimate

16: Pk+1 =
∑N

i=1 p(θi | Yk)(Pk+1,θi + [x̂k+1|k,θi ][x̂k+1|k,θi ]
T )− [x̂k+1|k][x̂k+1|k]

T ▷

Blended covariance update

17: end for
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1.3 Introduction to the Problems Investigated in this Dissertation

This dissertation tackles three distinct problems across different domains by em-

ploying various estimation techniques described in this work. Each problem presents

unique challenges and calls for tailored solutions.

The first problem revolves around Cyber-Physical intrusion detection, where a

proposed estimation technique is designed specifically to detect the sensor and actu-

ator intrusion with different types of attack signals. This problem is driven by the

escalating threats to critical systems and infrastructure. Current solutions in the

field are often limited in their ability to detect intricate cyber-physical intrusions,

prompting the need for advanced estimation techniques [31].

The second problem centers on the estimation of critical states within Lithium-

ion batteries, specifically focusing on the State-of-Charge (SOC) and State-of-Health

(SOH) of LiFePO4 cells. This investigation is rooted in the growing importance of

efficient energy storage and electric vehicle battery technology. The proposed esti-

mation technique seeks to provide precise estimates of SOC and SOH, crucial for

optimizing battery performance and lifespan. To assess the efficacy of the proposed

approach, estimation results are compared with the EKF across various scenarios.

This comparative analysis serves to underscore the effectiveness of the newly intro-

duced method.

The third problem explored in this dissertation pertains to the challenging do-

main of Multi-Object Tracking in videos. This problem finds applications across

diverse fields, from surveillance to autonomous navigation and sports analytics. The
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proposed research endeavors to enhance tracking accuracy while mitigating compu-

tational demands. To achieve this, an improved motion model and a reduced-order

Kalman filter are introduced, aiming at striking a balance between precision and

computational efficiency.

In this section, a brief overview of each problem is first introduced, and then each

of these problems will be comprehensively described in later chapters, providing a

deeper dive into the background, motivations, and existing solutions. The object is

to shed light on the intricacies of these challenges and to showcase how the proposed

estimation techniques address them effectively.

1.3.1 Introduction to Cyber-Physical Systems Intrusion Detection Problem

In today’s interconnected world, where the boundaries between the digital and

physical realms continue to blur, the importance of safeguarding our critical infras-

tructure and systems cannot be overstated. The convergence of cyberspace and the

physical world has given rise to what is known as the Cyber-Physical System (CPS),

where the integration of computational elements and physical processes opens the

door to unprecedented opportunities and vulnerabilities. In this dynamic landscape,

the CPS intrusion detection problem looms large as a paramount concern for gov-

ernments, industries, and individuals alike [32].

CPSs, at their core, are complex, interconnected systems that span a wide array of

applications – from smart cities and autonomous vehicles to industrial automation

and healthcare [31]. These systems bridge the gap between the virtual world of

information technology (IT) and the tangible world of operational technology (OT).
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They offer unparalleled benefits in terms of efficiency, automation, and convenience,

but they also present novel challenges, particularly in terms of security [32].

The CPS intrusion detection problem stems from the growing vulnerability of

CPS to malicious actors who seek to compromise these systems for a variety of

reasons, including economic gain, political motives, or simply to sow chaos [33]. As

these systems become increasingly integrated into our daily lives, the risks associated

with cyber-physical intrusions become more pronounced and the consequences more

severe. From disrupting critical infrastructure like power grids and water supplies to

compromising the safety of autonomous vehicles and medical devices, the potential

impacts of such intrusions are far-reaching and potentially catastrophic [34].

Cyber-physical intrusions can manifest in various forms, including:

Malware and Software Exploitation: Attackers may infiltrate the cyber compo-

nent of a CPS through malware, viruses, or exploiting software vulnerabilities [35].

Once inside, they can manipulate data, disrupt operations, or even take control of

physical assets [36].

Physical Tampering : In some cases, attackers may physically tamper with compo-

nents of a CPS, such as sensors, actuators, or control systems [37]. This can involve

the installation of rogue devices, bypassing security measures, or even sabotaging

equipment [38].

Network Intrusions : As CPSs rely on networks for communication and data

transfer, infiltrating these networks is a common attack vector [39]. Attackers may

intercept data, launch Distributed Denial of Service (DDoS) attacks, or gain unau-

thorized access to networked devices [40].
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In this work, CPS intrusion signals are detected using the proposed estimation

technique, aiming to prevent the physical system from being corrupted by the in-

trusion signal. Specifically, detection on false data injection for both the sensor and

the actuator side will be considered. Several types of false signals, such as ramp

and parabola will be injected into both the sensor and the actuator signals to test

the effectiveness of the proposed detection technique. Details on this work will be

described in Chapter 2.

1.3.2 Introduction to the Battery Management System Problem

In our rapidly evolving world, where the demand for portable and sustainable en-

ergy sources is ever-increasing, Lithium-ion batteries have emerged as indispensable

components of modern life [41]. From powering our smartphones and electric vehicles

to storing renewable energy, Lithium-ion batteries play a pivotal role in our quest for

efficiency and sustainability [42]. However, the efficient utilization and longevity of

batteries are not guaranteed without proper management. This is where the Battery

Management System (BMS) comes into play.

The BMS problem encompasses a multifaceted set of challenges, ranging from

battery modeling and SOC estimation to SOH assessment, state-of-power (SOP)

control, cell balancing, thermal management, and advanced modeling techniques [1].

Specifically, accurate cell SOC and SOH estimation are critical to the effectiveness

and safety of the BMS, since other BMS functions are all developed based on accurate

SOC and SOH estimation results [2, 3, 11].

SOC is a critical metric that quantifies the amount of charge remaining in a
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battery relative to its maximum capacity [1]. Accurate SOC estimation is essen-

tial for preventing overcharging, which can damage the battery, and avoiding deep

discharge, which can reduce its lifespan. BMS solutions employ a variety of tech-

niques, including voltage and current integration, coulomb counting, and advanced

algorithms based on battery models, to estimate SOC with high precision [43].

SOH reflects the overall health and performance degradation of a battery over

time [1]. It is essential for predicting the battery’s remaining useful life and replacing

it when necessary. SOH assessment encompasses tracking factors such as capacity

fade, impedance growth, and chemical degradation [3]. Many methods, from simple

least-square estimation to machine learning algorithms, are employed to monitor and

assess SOH [1, 44].

In this work, an MMAE based SOC and SOH estimation technique is introduced,

with the aim of providing accurate and reliable SOC and SOH estimation results.

Specifically, lab data acquired from an LiFePO4 battery is used to build the cell

model, and the proposed MMAE technique is tested based on the given cell [2, 3, 11].

Results of this estimator are compared with the EKF to demonstrate the effectiveness

of the proposed technique. Details on this work will be presented in Chapter 3.

1.3.3 Introduction to the Multi-Object Tracking Problem in Video Sequences

In today’s digital age, the ubiquity of video cameras has ushered in an era where

vast amounts of visual data are captured continuously from diverse sources, includ-

ing security cameras, drones, and smartphones. Within this ever-expanding sea of

imagery lies a challenging computational problem that holds immense importance
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across various domains: the Multi-Object Tracking (MOT) problem in videos. This

problem encapsulates the intricate task of autonomously identifying and following

multiple objects as they move and interact within video sequences, revealing in-

sights, enhancing safety, and empowering applications ranging from surveillance to

autonomous navigation [45].

The MOT problem extends far beyond simple object detection. While object de-

tection algorithms can identify objects in individual frames, tracking involves linking

these detections across consecutive frames, effectively following the objects’ trajec-

tories over time [46]. This intricate task has gained prominence due to its relevance

in numerous real-world scenarios, including:

Surveillance and Security : In security applications, tracking multiple individuals

or vehicles across video feeds helps monitor and respond to potential threats, track

suspicious activity, and enhance situational awareness [47]. For example, a tracking

system can not only be helpful for police department to locate the suspect once

violence is detected, it can also be used to count people and traffic flow for the rest

of the time [48].

Autonomous Vehicles : For self-driving cars and unmanned aerial vehicles (UAVs),

tracking neighboring vehicles, pedestrians, and other objects is essential for safe

navigation and collision avoidance [49].

Sports Analysis : In sports broadcasting and analytics, tracking players and the

ball provides valuable insights for enhancing viewer experience and strategic analysis

[50].

Retail and Marketing : Tracking customer behavior within stores or commercial
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spaces aids in understanding shopping patterns and optimizing store layouts [51].

However, objects in videos may change appearance due to illumination varia-

tions, occlusions, or changes in pose [46]. Objects can be partially or fully occluded

by other objects or environmental factors, making tracking challenging [52]. Addi-

tionally, objects may interact with one another, this leads to complex motion patterns

that require sophisticated algorithms for accurate tracking [53]. In addition to rigid

objects like vehicles, tracking may involve non-rigid and deformable objects, such as

pedestrians and animals [54].

Addressing these challenges requires accurate vision detector and motion model,

and a reliable state estimator. The most frequently used framework is tracking

by detection, where objects are first detected using a computer vision technique,

and a state estimator is then assigned to each objects to predict its trajectory [46].

Following this framework, many methods have been proposed to improve tracking

accuracy [55, 56, 57, 58].

In this dissertation, the MOT problem in videos delves into the intricacies of

object tracking across dynamic visual scenes. Within the framework of tracking by

detection, two efficient techniques are introduced in this work to enhance tracking

accuracy and reduce computational cost. Specifically, an improved motion model is

derived to boost tracking performance without adding computational costs, and a

reduced-order Kalman filter is designed to decrease computational complexity while

maintaining tracking accuracy equivalent to that of the full-order Kalman filter.

Experimental results are shown to demonstrate its effectiveness. Details on this

work will be presented in Chapter 4.
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1.4 Overall Structure and Organization of this Dissertation

In this dissertation, three different applications using estimation techniques are

introduced. Chapter 2 delves into the intricacies of the CPS intrusion detection

problem. The introduction to the challenge of safeguarding CPS from intrusion

signals will be presented first. Then the proposed estimation technique for detecting

these signals is discussed in detail. Chapter 2 also explores the methodology involving

false data injection for both sensor and actuator sides, providing a rigorous test for

the effectiveness of the proposed detection technique.

In Chapter 3, the focus shifts to the Lithium-ion cell state estimation problem,

specifically centering on the estimation of SOC and SOH in LiFePO4 batteries. The

chapter begins with a comprehensive introduction to the significance of accurate

battery state estimation in various applications. Then the proposed MMAE-based

estimation technique is introduced, with a detailed account of the methodology, in-

cluding the use of lab data to build the cell model. After that, simulations comparing

the proposed MMAE technique and the EKF are presented, illustrating the effec-

tiveness of the proposed approach in accurately estimating SOC and SOH.

Chapter 4 presents the MOT problem. It begins by elucidating the intricacies of

object tracking in dynamic visual scenes. Then two innovative techniques designed to

enhance tracking precision while reducing computational complexity are introduced.

Detailed descriptions of the improved motion model and the reduced-order Kalman

filter are then provided, highlighting their roles in achieving a harmonious balance

between tracking accuracy and computational efficiency. The chapter concludes with
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the presentation and analysis of experimental results, demonstrating the efficacy of

the proposed techniques in real-world MOT scenarios.

1.5 Contributions Made by this Dissertation

This dissertation addresses three distinct applications using advanced estimation

techniques. In Chapter 2, it tackles the challenge of CPS intrusion detection, present-

ing a proposed estimation technique that enhances security by detecting intrusion

signals and rigorously testing its effectiveness against false data injection methods.

Chapter 3 shifts to Lithium-ion battery state estimation, introducing an innovative

MMAE-based technique to accurately estimate SOC and SOH in LiFePO4 batter-

ies, with simulations showcasing its superiority. Chapter 4 advances Multi-Object

Tracking in videos, presenting novel techniques to improve tracking precision while

reducing computational complexity, contributing to advancements in surveillance,

navigation, and analytics.

1.6 Summary

In this chapter, several important state estimation techniques are reviewed, fol-

lowed by the derivation of some estimation techniques that will be utilized in the

subsequent chapters. Then, an overview is provided for three problems that require

the application of state estimation techniques, with each problem to be described in

greater detail in later chapters. Finally, the overall structure of this dissertation is

presented, and the contribution of this dissertation is stated.
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Chapter 2: Sensor and Actuator Intrusion Detection Using

Multi-Model Adaptive Estimation Method

2.1 Introduction

Cyber-Physical Systems (CPS), including Distributed Control Systems (DCS)

and Supervisory Control and Data Acquisition (SCADA) systems, are integral com-

ponents of infrastructure and industrial control systems [59]. These systems operate

by receiving input signals from physical components through sensors and subse-

quently sending control signals to actuators, enabling flexible, intelligent, and effi-

cient closed-loop control of various processes [60]. However, their widespread use

also exposes them to significant vulnerabilities in the face of internet attacks, such

as intrusions targeting electric power systems, autonomous vehicles, encrypted con-

trol systems and traffic networks [61, 62, 63, 64]. Such attacks can infiltrate control

systems, sensors, or actuators within a CPS, enabling the injection of false signals or

even controller reprogramming [65]. Consequently, the need for robust fault detection

and safety protection mechanisms within a CPS becomes paramount.

Most of the aforementioned cyber attacks are called False Data Injection (FDI)

attacks. FDI attacks are a class of cyber-attacks that aim to compromise the integrity

and reliability of a CPS by injecting malicious or counterfeit data into the system’s

sensors or communication networks [66]. These attacks exploit the interconnected
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nature of a CPS, where sensors collect data from the physical world and transmit it to

control systems for decision-making and actuation. FDI attacks can have devastating

consequences, including system destabilization, equipment damage, and misleading

control decisions, making them a significant concern for critical infrastructure and

industrial systems [10].

The mechanisms behind FDI attacks typically involve compromising sensors, ac-

tuators or both [8, 9]. Attackers manipulate sensor readings or inject false mea-

surements, leading to incorrect state estimations and control actions. They may

also exploit vulnerabilities in communication networks to intercept, modify, or in-

ject counterfeit data packets, obscuring genuine information [66]. FDI attacks are

stealthy and diverse, often designed to avoid immediate detection by blending ma-

licious data with legitimate readings and gradually degrading system performance

[67].

Detecting and mitigating FDI attacks require advanced cybersecurity measures,

including statistical analysis, machine learning algorithms, and resilient state estima-

tion techniques [8, 9, 67, 68]. These methods aim to identify anomalies or deviations

from expected sensor and actuator behavior, recognize patterns of malicious data

injection, and ensure system resilience in the face of attacks. Preventative measures

such as network security, secure hardware, and access control are also essential to

defend against FDI attacks and safeguard the critical operations of CPSs.
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2.1.1 Previous Work

There have been numerous research efforts concentrated on analyzing the vul-

nerabilities of CPSs and developing detection and protection strategies against the

FDI attack, where it aims at compromising the integrity of a CPS by injecting fake

sensor measurements or actuator signal without being detected [69].

In [70], the possibility of executing stealthy FDI attacks in DC state estimation

with no knowledge of the line parameter is addressed. The authors demonstrate that

attackers can manipulate state variables in one-degree buses connected solely by a

single cut line and can bias state variables in all buses within a one-degree super-bus

similarly connected in the power system.

In [71], the cyber security provided by robust power system state estimation

methods is investigated. It identifies attack intervals and positions required for each

scenario and highlights conditions that minimize detection with robust state estima-

tion approaches.

In [72], the parity space based fault detection monitoring system is analyzed,

where it reveals a cyber attack can evade detection by the fault detection system

based on the parity space approach. The conditions for the existence of completely

stealthy cyber attacks are also investigated, and recommendations to system devel-

opers on preventing such attacks are offered.

2.1.1.1 State Estimation-Based Detection Techniques

In [60], the cyber security of state estimators in power grid SCADA systems is

considered. Trade-offs between model accuracy and attack impact for different bad
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data detection (BDD) schemes are investigated.

In [73], a unique form of FDI attack known as ”replay attacks” is described. In

these attacks, a hacker injects external input while simultaneously replaying previ-

ously recorded measurements of the system’s data.

In [62], a sliding mode observer is introduced to identify and estimate cyber-

attacks on wireless communications between vehicles. It demonstrates the observer’s

stability and detection threshold robustness, especially in the context of event-

triggered communication using a real-world Vehicle-to-Vehicle network protocol.

In [74], cyber attacks on the controller are investigated by means of optimization

techniques in order to determine the worst-case scenario. A novel attack detector

based on limit checking is then introduced, where no specific controller knowledge is

necessary.

In [75], a platoon of connected vehicles with Cooperative Adaptive Cruise Con-

trol (CACC) and FDI are studied, where the attack introduces ghost vehicles into

the network to disrupt system performance. A Partial Differential Equation (PDE)

model and a diagnostic scheme based on PDE observers are used to detect and locate

the attack’s injection point in the platoon.

2.1.1.2 Data Driven Detection Techniques

In [67], a data-driven method is presented to addresses the challenge of stealthy

CPS attacks without knowing the CPS model parameters or sensor measurements.

A closed-loop recursive identification strategy is designed for the CPS’s dynamic

characteristics for the FDI problem.
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In [76], cyber attack vulnerabilities in Connected and Autonomous Vehicles (CAVs)

are investigated, where a detection framework based on a physics-informed neural

network (PINN) is proposed. By learning uncertain parameters from the physics

model, it infers attack scenarios.

In [77], cyber attacks in smart grids are detected using data-driven anomaly de-

tection methods, particularly in the context of electricity market data and locational

marginal prices (LMPs). A novel data-driven probabilistic anomaly detection frame-

work is designed and tested against two types of cyber attacks using a model-based

electricity market simulator.

In [78], a measured output data-driven cyberattack detection framework is devel-

oped by frequently employing a feedforward neural network during the closed-loop

process, identifying the cyberattacks from the interactive network-level dynamics.

2.1.1.3 Other Types of Detection Techniques

In [61], a unified framework and advanced monitoring procedures for future power

networks is introduced to detect and identify malfunctioning network components or

corrupted measurements caused by cyber-physical attacks. The system is modeled as

a linear time-invariant descriptor system with unknown inputs, considering various

attack scenarios.

In [63], a detection method is proposed to enhance the security of control systems

protected by resilient homomorphic encryption (RHE). Specifically, a warning signal

will be triggered when an additive attack is detected within the resilience range and

an alarm signal for attacks outside this range, utilizing the inner product’s symmetric
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property.

In [64], cyber attacks on a strip of freeway traffic network controlled by remote

ramp-metering is studied. A design framework for cyber attack detection algorithms

is proposed, considering stability, robustness, and attack sensitivity.

In [79], the dynamic nature of power system operating conditions are used to

implement an active defense method through dynamic clustering. By forming clusters

of measurements based on their dynamic responses to disturbances, the strategy

detects stealthy cyber attacks via similarity checks within each cluster.

In [80], a set-theoretic framework for detecting bias injection cyber-attacks in the

load frequency control loop of networked power systems is introduced. The detection

mechanism relies on convex and compact polyhedral robust invariant sets to alarm

a potential security breach.

In [81], a distributed attack mitigation defense framework with a dual-mode con-

trol system reconfiguration scheme is proposed to prevent a compromised platoon

member from causing collisions via message falsification attacks.

2.1.2 Contribution to the CPS Detection Problem

In this work, the primary contribution’s are:

An MMAE technique is designed to detect unknown intrusion signals: recogniz-

ing that the type of intrusion signal used to attack CPS components can be un-

predictable, this work introduces a method capable of detecting unknown intrusion

signals effectively.

Detection of intrusion signals when the target (sensor or actuator) is unknown:
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Acknowledging that it is often unclear whether an attack will target sensors or actu-

ators within a CPS, this work employs the MMAE technique for the healthy CPS,

sensor intrusion, actuator intrusion, and combined intrusion signals to detect and

specify the intrusion signal. Simulations confirm the effectiveness of identifying in-

trusion signals when sensors, actuators, or both are under attack.

The subsequent sections of this chapter provide a detailed exploration of the

proposed contributions, beginning with Section 2.2, where a generalized mathemat-

ical model is presented for both the healthy CPS and the CPS under attack. In

Section 2.3, the focus shifts to the adaptive intrusion detection technique based on

MMAE. Section 2.4 is where simulation results are presented, illustrating the algo-

rithm’s robustness in the presence of unknown intrusion signals. These results also

demonstrate the algorithm’s ability to identify the compromised portion of the CPS,

whether sensors, actuators, or both, are under attack. Finally, in Section 2.5, a com-

prehensive conclusion is provided, and potential directions for future research in this

critical field are outlined.
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2.2 Problem Formulation

In this section, a healthy CPS as a discrete-time system using a state-space

representation with additive Gaussian noise is introduced. In addition, the intrusion

signal is modeled as a state-space representation. The model with arbitrary analytic

intrusion signals is established using the same method when the CPS is under a

sensor, an actuator, or a combined attack.

2.2.1 The Healthy CPS Model

Consider a CPS modeled as a Linear Time Invariant (LTI) discrete-time stochastic

system with additive state and measurement noise:

xk+1 = Axk +Buk + Fvk (2.1)

yk = Cxk +Duk +Gwk (2.2)

where xk ∈ Rn represents the CPS state vector, yk ∈ Rp is the CPS measurement,

uk ∈ Rm is the control input, A, B, C, D, F , and G are system parameter matrices,

vk ∼ N (0, , Vk) and wk ∼ N (0, ,Wk) are CPS state and system measurement noise.

Equations (2.1) and (2.2) represent the healthy CPS model.
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2.2.2 The Intrusion Signal Model

Consider the intrusion signal to have the following state-space form:

hk+1 = Φhk (2.3)

zk = Γhk (2.4)

where hk ∈ Rp×1 is the intrusion state vector, zk ∈ R1 represents the intrusion signal,

Φ ∈ Rp and Γ ∈ R1×p are system matrices for attack signals. By using this form

for the unknown signal, any analytic signal (function) can be generated exactly or

approximately as a power series by choosing Φ as

Φ =



1 1 · · · 1

0 1 · · · 1

...
. . . . . .

...

0 · · · 0 1


(2.5)

where Φ ∈ Rn×n, and the dimension of Φ and the initial value of h0 determines the

degree of the polynomial function that the intrusion model generates. For example,

setting up Φ = 1, with an arbitrary initial value h0, the proposed model:

hk+1 = hk (2.6)

zk = hk (2.7)

which generates a step or bias intrusion signal.
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Similarly, following (2.5), a ramp or linear drift signal can be generated by setting

up the dimension of Φ as 2× 2:

hk+1 =

1 1

0 1

hk (2.8)

zk =

[
1 0

]
hk (2.9)

and in this case, using any arbitrary initial value h0, a ramp or linear drift intrusion

signal zk can be generated.

2.2.3 State-Space Form of CPS When the Sensors are Under Attack

The CPS model, when sensor signals are under attack, can be modeled as follows:

xk+1

hk+1


︸ ︷︷ ︸

Xk+1

=

 A 0

0 Φ


︸ ︷︷ ︸

A

xk

hk


︸ ︷︷ ︸

Xk

+

 B

0


︸ ︷︷ ︸

B

uk +

 F

0


︸ ︷︷ ︸

F

vk (2.10)

yk =

[
Λ1C Λ2Γ

]
︸ ︷︷ ︸

C

xk

hk


︸ ︷︷ ︸

Xk

+Duk +Gwk (2.11)

This augmented model combines (2.1) and (2.2) with (2.3) and (2.4) and intro-

duces two scalar weighting factors Λ1 ∈ [0, 1] and Λ2 ∈ [0, 1]. In (2.10), Φ is employed

as the system matrix from the intrusion signal model in (2.3) to generate the state

vector hk.

In (2.11), Γ serves as the measurement from (2.4), while Λ1 and Λ2 represent
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weighting factors for the sensor signals in the healthy system and the system with

sensor intrusions, as implemented by the attackers.

For example, when Λ1 = 0 and Λ2 = 1, (2.11) simplifies to:

yk =

[
0 Γ

]
︸ ︷︷ ︸

C

xk

hk


︸ ︷︷ ︸

Xk

+Duk +Gwk (2.12)

In this case, the healthy sensor signal is entirely replaced by the intrusion signal

zk. If, for example, Λ1 = 0.5 and Λ2 = 0.5, (2.11) becomes:

yk =

[
0.5C 0.5Γ

]
︸ ︷︷ ︸

C

xk

hk


︸ ︷︷ ︸

Xk

+Duk +Gwk (2.13)

In this scenario, half of the healthy sensor signal is substituted with the intrusion

signal. Importantly, the sum of weighting factors does not necessarily equal one. This

is because hackers have the capability to directly inject both intrusion and healthy

signals to manipulate the CPS. In such instances, Λ1 and Λ2 assume values of one.

In real-world situations, hackers may create arbitrary intrusion signals and sub-

sequently substitute them for healthy sensor or actuator signals to impact the CPS.

Consequently, parameters such as Φ, Γ, Λ1, and Λ2 remain unknown when con-

structing the affected CPS model. However, it is noteworthy that none of these

parameters require prior knowledge for intrusion detection, as will be demonstrated

in the following section.
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2.2.4 State-Space Form of CPS When Actuator is Under Attack

If the actuator signal undergoes partial or complete replacement by an intru-

sion signal, the state-space representation of the CPS under actuator attack can be

formulated as follows:xk+1

hk+1


︸ ︷︷ ︸

Xk+1

=

 A Λ2BΓ

0 Φ


︸ ︷︷ ︸

A

xk

hk


︸ ︷︷ ︸

Xk

+

 Λ1B

0


︸ ︷︷ ︸

B

uk +

 F

0


︸ ︷︷ ︸

F

vk (2.14)

yk =

[
C Λ2DΓ

]
︸ ︷︷ ︸

C

xk

hk


︸ ︷︷ ︸

Xk

+Λ1D︸︷︷︸
D

uk +Gwk (2.15)

Similar to the state-space form when the measurement signals are under attack,

the matrices Φ and Γ model the intrusion signal with dimensions mentioned before,

where Λ1 ∈ [0, 1] and Λ2 ∈ [0, 1] act as weighting factors as previously described. For

instance, if Λ1 = 0 and Λ2 = 1, (2.14) and (2.15) simplify to:

xk+1

hk+1


︸ ︷︷ ︸

Xk+1

=

 A BΓ

0 Φ


︸ ︷︷ ︸

A

xk

hk


︸ ︷︷ ︸

Xk

+

 F

0


︸ ︷︷ ︸

F

vk (2.16)

yk =

[
C DΓ

]
︸ ︷︷ ︸

C

xk

hk


︸ ︷︷ ︸

Xk

+Gwk

= Cxk +Dzk +Gwk

(2.17)
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In this scenario, the original actuator signal uk is entirely substituted by the

intrusion signal zk = Γhk.

2.2.5 State-Space Form of CPS When Sensor and Actuator are Both Under Attack

In the event that both sensor and actuator signals are compromised, a unified

model is employed. This combined attack model is described as:

xk+1

hk+1


︸ ︷︷ ︸

Xk+1

=

 A Λ2BΓ2

0 Φ


︸ ︷︷ ︸

A

xk

hk


︸ ︷︷ ︸

Xk

+

 (1− Λ2)B

0


︸ ︷︷ ︸

B

uk +

 F

0


︸ ︷︷ ︸

F

vk (2.18)

yk =

[
(1− Λ1)C (1− Λ1)Γ1 + Λ2DΓ2)

]
︸ ︷︷ ︸

C

xk

hk


︸ ︷︷ ︸

Xk

+(1− Λ2)D︸ ︷︷ ︸
D

uk +Gwk

(2.19)

In (2.18) and (2.19), Λ1 ∈ [0, 1] serves as the weighting factor signifying the healthy

system with sensor intrusions, while Λ2 ∈ [0, 1] acts as the weighting factor indicating

the healthy system with actuator intrusions. Given that various signals can be

employed to interfere with sensors or actuators, Γ1 and Γ2 are employed to represent

the nature of intrusion signals affecting sensor and actuator signals, respectively.

For example, if half of the healthy sensor signal is supplanted by a step-type

signal, and all of the healthy actuator signal is replaced by a ramp-type signal, then

the state-space form of the intrusion signal can be represented (based on (2.3) and
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(2.4)) as

hk+1 =

1 1

0 1

hk (2.20)

z1k = Γ1hk =

[
0 1

]
hk (2.21)

z2k = Γ2hk =

[
1 0

]
hk (2.22)

where Λ1 = 0.5 and Λ2 = 1 represent the percentage of the corresponding healthy

signal being replaced, respectively. z1k is the step-type signal that affects the healthy

sensor signal, and z2k represents the ramp-type signal affecting the healthy actuator

signal.

In this case (2.18) and (2.19) are simplified to:

xk+1

hk+1


︸ ︷︷ ︸

Xk+1

=

 A BΓ2

0 Φ


︸ ︷︷ ︸

A

xk

hk


︸ ︷︷ ︸

Xk

+

 F

0


︸ ︷︷ ︸

F

vk (2.23)

yk =

[
0.5C 0.5Γ1 +DΓ2

]
︸ ︷︷ ︸

C

xk

hk


︸ ︷︷ ︸

Xk

+Gwk (2.24)

Recall (2.19), it can be noticed since all healthy actuator signal is corrupted and

replaced by the intrusion signal (Λ2 = 1), the original actuator signal (Duk) does

not exist in the measurement equation anymore, and it is being replaced by Dz2k as

shown in (2.24). Also, since half of the healthy sensor signal is replaced by the step-
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type intrusion signal, the original healthy sensor signal becomes 0.5Cxk + 0.5Γ1z
1
k,

which is a combination of half of the healthy and half of the intrusion signal.

By formulating the healthy CPS model, the CPS model under sensor or actuator

intrusion, and the CPS model under both types of intrusions with the state-space

representation, an algorithm for detecting sensor, actuator, or both intrusions is

presented in the following section.

2.3 Proposed Detection Technique

2.3.1 Sensor or Actuator Intrusion Detection via Adapted MMAE Technique

In this application, the MMAE technique is adapted to detect CPS sensor and

actuator intrusions with the CPS models shown previously. Different from previous

works [82, 83, 84, 85], where the sensor and actuator intrusion problem is transformed

to be an estimation problem with system uncertainties, in this work, the unknown

intrusion signal is detected by computing the likelihood of the estimated CPS states

using the data fusion technique.

Here, we first consider if there is only unknown type of sensor or actuator attacks,

then we will consider the situation where we don’t know if there is a sensor, actuator

or both sensor and actuator are under attack.

If we known if sensor or actuator is under attack, in this case, only two state

estimators are required to formulate the MMAE technique to detect different types

(sensor/actuator) of unknown intrusion signals. These estimators serve distinct pur-

poses within the system.

The first estimator is tailored to a healthy CPS scenario, and it is constructed
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based on the well-functioning CPS model shown in (2.1) and (2.2). The second

estimator is specifically engineered to address situations where the intrusion signal

impacts either the sensor or the actuator. For sensor intrusion scenarios, models

described in (2.10) and (2.11) is applied for the detection, while for actuator intrusion

cases, it leverages models presented in (2.14) and (2.15). Creating these estimators is

straightforward, as they can be readily established according to the provided models,

whether for a healthy or affected space-state configuration.

Both estimators play a pivotal role in estimating the conditional states of the

CPS. They achieve this by sharing the CPS’s output. Subsequently, they are used to

adaptively update the conditional probabilities associated with each possible intru-

sion scenario. This iterative process relies on the conditional state estimates derived

from both estimators, enhancing the system’s ability to identify intrusions effectively.

Ultimately, the estimator that yields the highest probability is deemed to repre-

sent the current sensor signal, offering a reliable means of intrusion detection. Figure

2.1 provides a visual overview of this detection process.

When a hacker corrupted the healthy CPS, replacing the healthy CPS output

signal by a (either sensor or actuator) intrusion signal, two estimators running in

parallel have been meticulously designed, one based on the model representing a

healthy CPS, and the other tailored to the CPS model under intrusion conditions.

Following this initial stage, both estimators diligently calculate conditional state

estimates for the CPS, considering both the healthy and affected models. These

estimates serve as critical indicators in assessing the CPS’s state.

Subsequently, a Bayes data fusion technique (as introduced in (3.7)) comes into
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Estimator 1
Designed for well-functioning CPS

Estimator 2
Designed for CPS under attack

Conditional
probability
density

estimation

Hypothesis selection

Conditional
state

estimate 1

Conditional
state

estimate 2

Healthy
output signal

Sensor/actuator
intrusion signal

Figure 2.1: Block diagram of MMAE technique adapted for sensor or actuator in-
trusion detection.

play, working to categorize whether the CPS is in a healthy state or currently under

attack.

In summary, by calculating the conditional probabilities of each conditional state

estimates under various scenarios, this adapted MMAE approach facilitates the de-

termination of the CPS’s status. This process ensures that any deviations from the

expected norm, caused by intrusion signals, are promptly detected, enabling swift

and effective countermeasures to safeguard the system’s integrity and functionality.

Simulation results on CPS sensor and actuator intrusion detection is introduced in

Section 2.4.

2.3.2 Combined Intrusion Detection via Adapted MMAE Technique

In practice, discerning whether a CPS has been affected by an intrusion signal,

and if so, which specific component (sensor, actuator, or both) is compromised,

can be a formidable challenge. To tackle this issue comprehensively, a set of four
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estimators can be deployed, each addressing distinct CPS states to determine its

well-being or the presence of an intrusion signal stemming from a sensor attack, an

actuator attack, or a combined attack.

As in the previous approach, the first estimator is designed to suit a healthy CPS

scenario, constructed based on the CPS model indicative of proper functionality,

encapsulated in (2.1) and (2.2). The second estimator is custom-tailored to situations

where the intrusion signal interferes with the CPS’s sensors, relying on (2.10) and

(2.11). The third estimator is specifically devised for cases where hackers target the

actuator of the CPS, drawing from (2.14) and (2.15). Finally, the fourth estimator

is designed for scenarios in which both the sensor and actuator are impacted by the

intrusion signal, with its foundation in (2.18) and (2.19).

Following the adapted MMAE methodology detailed earlier, these four estima-

tors within a bank are provided with identical sensor and actuator signals. The

corresponding state estimators are designed to utilize their respective CPS models

to compute conditional state estimates, and then the data fusion technique (as intro-

duced in (3.7)) is applied to calculate conditional probabilities. These probabilities

serve as a key determinant in ascertaining the CPS’s status, whether it is functioning

healthily or subject to a specific form of attack.

Figure 2.2 provides a visual representation of this integrated estimation process

employing the adapted MMAE technique. Similar to the previous solution, this

combined detection framework features four estimators operating within a bank. Es-

timator 1 is grounded in the Healthy CPS model as per (2.1) and (2.2). Estimator

2 is crafted for situations involving sensor attacks, utilizing (2.10) and (2.11). Es-
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timator 3 is devised for scenarios where the actuator signal faces compromise from

malicious actors, drawing from (2.14) and (2.15). Lastly, estimator 4 is engineered

for CPS instances simultaneously subjected to sensor and actuator attacks, with its

basis in (2.18) and (2.19).

When intrusion signals substitute the healthy sensor or actuator signals, these

estimators generate conditional state estimates under various scenarios. The data fu-

sion technique is subsequently applied to compute conditional probabilities, enabling

the identification of which CPS components are affected by the intrusion signal.

Estimator 1
Designed for well-functioning CPS

Estimator 2
Designed for sensor intrusion

Estimator 3
Designed for actuator intrusion

Estimator 4
Designed for combined intrusion

Conditional
probability
density

estimation

Hypothesis selection

Healthy
output signal

Sensor/actuator
or combined

intrusion signal

Figure 2.2: Block diagram of MMAE technique adapted for combined intrusion
detection.
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2.4 Simulation Results

In this section, the method proposed for detecting and identifying intrusion sig-

nals in the CPS when sensor, actuator, or both are under attack is simulated with

a DC motor model. Unknown sensor and actuator intrusion signals are generated

and utilized to replace the well-functioning signals. Then, the detection technique

is employed to first identify the intrusion and subsequently determine the type of

intrusion signal.

2.4.1 The Healthy CPS Model

The CPS dynamic equations of the proposed DC motor in state-space form are

shown as [8]

ẋ1

ẋ2

 =

− b
J

K
J

−K
L

−R
L


x1

x2

+

0

1
L

u (2.25)

y =

[
1 0

]x1

x2

 (2.26)

For this CPS, the voltage source (u) applied to the motor’s armature constitutes

the input, while the rotational velocity of the shaft (x1) represents the output, and x2

denotes the armature current. The physical parameters of this system are as follows:

• J : moment of inertia of the rotor, 0.01kg.m2

• b: motor viscous friction constant, 0.1N.m.s
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• R: winding resistance, 1Ω

• L: winding inductance, 500mH

• Ke: electromotive force constant, 0.01V/rad/sec

• Kt: motor torque constant 0.01N.m/Amp

• K: In SI units, Kt = Ke; hence, K is employed to represent both the motor

torque constant and the electromotive force constant.

In this model, it is assumed that the rotor and shaft are rigid, and the friction

torque is considered to be proportional to the shaft’s angular velocity [86].

After designing the full-state feedback controller and discretizing the system (us-

ing zero-order hold) with sampling time T = 50ms, the discretized system is

x1
k+1

x2
k+1

 =

 0.6565 0.03729

−0.0007458 0.9048


x1

k

x2
k

+

0.002059
0.09516

uk (2.27)

yk =

[
1 0

]x1
k

x2
k

 (2.28)

In this case, the generalized healthy DC motor system is given as

xk+1 = Adxk +Bduk + Fdvk (2.29)

yk = Cdxk +Gdwk (2.30)

where Fd = I2×2, Gd = 1. The state and measurement noises, vk ∼ N(0, σv),
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wk ∼ N(0, σw) and σ2
v = 0.001, σ2

w = 0.01. With the given generalized healthy

model, estimator 1 as shown in Figure 2.1 can be designed accordingly.

2.4.2 Detection of the Unknown Sensor and Actuator Intrusion Signal

In practice, it is infeasible to ascertain the precise nature of attack signals that

hackers might employ. Consequently, a considerable likelihood exists for a discrep-

ancy to emerge between the assumed and actual CPS models when the system is

compromised. For instance, if it is assumed that hackers will utilize a step-type sig-

nal to supplant the healthy sensor/actuator signal, and the CPS model is constructed

based on this presumption, there may be a scenario in which the hackers employ a

different signal type, such as a ramp-type signal, to disrupt the sensor/actuator com-

ponents of the CPS. In such a case, the assumed CPS model no longer aligns with

the actual affected CPS model, primarily because the assumed values of Φ, Γ, Λ1,

and Λ2 do not correspond to the real-world circumstances.

Therefore, it becomes crucial to determine whether the intrusion signals can still

be detected even in the presence of a mismatch between the actual compromised

CPS model and the assumed model. To investigate this aspect, two illustrative cases

are considered to assess the proposed algorithm’s robustness in situations where a

disparity exists between the assumed and actual attack models.

In the first case, the filter associated with the affected CPS model (either sensor

or actuator) is tailored for a step-type intrusion, while the actual attack signal takes

the form of a ramp. In the second case, the assumed attack signal type for which the

filters are designed possesses a higher order than the actual attack signal employed
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by the hacker.

2.4.2.1 Case 1: The Under Estimation Problem

Suppose that a ramp-type signal is employed by a hacker to manipulate the

healthy rotational velocity (measurement) or voltage source (actuator) signal of the

DC motor. Meanwhile, the assumed attack model is defined as a step-type signal,

forming the basis of the affected CPS model. In this scenario, a discrepancy emerges

between the assumed model and the actual attack model. To be more precise, dis-

parities manifest in the actual versus assumed values of Φ, Γ, Λ1, and Λ2.

In cases where the actual attack signal exhibits a higher order than the assumed

attack signal, the problem at hand is categorized as an “underestimation” issue.

Figure 2.3 provides a visual representation of the outcomes associated with underes-

timation. This situation arises when the healthy rotational velocity (measurement)

signal is supplanted by a ramp-type intrusion signal, while the assumed affected CPS

model is established based on the assumption of a step-type intrusion signal.

Similarly, in the case of the actuator, the issue of underestimation also arises.

Figure 2.4 is employed to simulate a scenario where the motor voltage source signal

is substituted with a ramp-type intrusion signal, while the estimator is designed with

the assumption that a step-type signal is affecting the motor.

For both cases, the measurement signals assume the ramp shape of the attack

signal, as depicted in Figures 2.3 (a) and 2.4 (a). Notably, the conditional proba-

bilities, which transition from the healthy system estimator to the attacked system

estimator, promptly after the onset of the intrusion, are shown in Figures 2.3 (b)
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Figure 2.3: Under Estimation Problem: (a) Healthy rotational speed signal is re-
placed by the ramp-type attack signal at k = 200 while the assumed affected model
is a step-type based model and (b) conditional probabilities given the healthy rota-
tional speed signal and affected signal at each time step k.

and 2.4 (b).

These findings serve to underscore that the detection of sensor or actuator tam-

pering remains viable even when the attack signal exhibits a higher order than the

expected intrusion signal for which the filter was initially designed.
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Figure 2.4: Under Estimation Problem: (a) Healthy voltage source (actuator) signal
is replaced by the ramp-type attack signal at k = 200 while the assumed affected
CPS model is a step-type based model and (b) conditional probabilities given the
healthy voltage source signal and affected ramp shape signal at each time step k.

2.4.2.2 Case 2: The Over Estimation Problem

If the intrusion signal model used to develop the Kalman filter in the bank is of a

higher order than the actual attack signal, detection of this type of intrusion signal

is called the over estimation problem. Figure 2.5 shows the over estimation result

when the healthy rotational speed signal is replaced by a step-type intrusion signal

while the filter is designed assuming a ramp-type signal is affecting the CPS.

For the actuator case, Figure 2.6 shows the over estimation result when the

healthy voltage source signal is replaced by a step-type intrusion signal, while the

filter is designed based on the ramp-type intrusion signal. The control input signal
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Figure 2.5: Over Estimation Problem: (a) Healthy rotational speed signal is replaced
by the step-type attack signal at k = 200 while the assumed affected CPS model is a
ramp-type based model and (b) conditional probabilities given the healthy rotational
speed signal and affected step shape signal at each time step k.

and output signal for these two cases assume the step shape of the attack signal seen

in Figure 2.5 (a) and Figure 2.6 (a). Similarly, the conditional probability which takes

on the value of 1 switches from the healthy system filter to the attacked system filter

after the system is attacked for each case shown in Figure 2.5 (b) and Figure 2.6

(b). These results show that both sensor and actuator hacking is detected when the

attack signal is of lower order than that of the expected intrusion signal for which

the filter is designed.

These simulation results show that if the intrusion signal is unknown, the affected

CPS model can be assumed arbitrary, without caring about what type of intrusion
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Figure 2.6: Over Estimation Problem: (a) Healthy voltage source (actuator) signal
is replaced by the step-type attack signal at k = 200 while the assumed affected
CPS model is a ramp-type based model and (b) conditional probabilities given the
healthy voltage source signal and affected step shape signal at each time step k.

signals hackers will use. When additional simulations of under and over-estimation

situations were carried out, the presense of an intrusion was always detected.

2.4.3 Detection of the Intrusion Signal When the Target of the Intrusion is Unknown

In practice, it is not known if the hacker will attack the sensor or the actuator

of the CPS, that is to say, the component which hackers want to affect is usually

unknown. In this case, as mentioned in Section 2.3.2, by designing four Kalman filters

in a bank and with the adaptive estimation algorithm implemented, the intrusion

signal can not only be detected but be specified. Suppose the hacker wants to use a

step-type signal to to replace the healthy rotational speed signal, then the detection
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result is shown in Figure 2.7
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Figure 2.7: (a) Healthy rotational speed (sensor) signal is replaced by a step-type
attack signal at k = 200 and (b) conditional probabilities given the healthy rota-
tional speed signal, affected rotational speed signal, affected voltage source signal
and affected combined signal at each time step k.

As seen in Figure 2.7 when a step-type intrusion signal corrupts the healthy

rotational speed signal, detection results show that there is about 95% probability

that the sensor is under attack, and there is about 5% of the probability that both

sensor and actuator signal are affected. Since the combined CPS model assumes

both sensor and actuator are affected, the detection results show that there is a
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small probability that both components are under attack.
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Figure 2.8: (a) Healthy voltage source (actuator) signal is replaced by the step-type
attack signal at k = 200 and (b) conditional probabilities given the healthy voltage
source signal, affected rotational speed signal, affected voltage source signal and
affected combined signal at each time step k.

Simulation results are obtained as seen in Figure 2.8 show that if the healthy

voltage source signal is replaced by a step-type intrusion signal, there is about 90%

probability that the actuator is under attack, and about 10% probability that it is a

combined intrusion signal. Similarly, since the combined affected CPS considers the

dynamics when the actuator is affected, there is a small percentage of the probability
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that shows the intrusion signal might affect both components.

2.4.4 Reducing the Detection Time Delay

When a CPS faces an attack, it necessitates that both estimators within the

bank promptly adapt to the shift from the healthy measurement. This adaptation

involves computing new optimal estimator gains for both filters. To achieve this, the

estimation error covariance undergoes an automatic update through the utilization

of the Riccati equation in both filters. This automatic update is the root cause of the

detection time delay when transitioning from a healthy measurement to a corrupted

one.

To mitigate this detection time delay, the key lies in expediting the discovery

of the optimal estimator gain immediately after the sudden change in CPS mea-

surement. This expedited search for the optimal estimator gain can be realized by

enhancing the efficiency of the Riccati equation to minimize the error covariance at a

quicker pace. One effective approach to achieve this is by introducing a fading mem-

ory term, denoted as α, into the Riccati equation [12]. The inclusion of this term

accelerates the minimization of the error covariance [12]. Consequently, estimators

converge more rapidly to the corrupted measurement.

For the faster convergence of both filters, the technique necessitates a modification

of the Riccati equation, which can be expressed as follows:

Pk+1 = α2AkPkA
T
k − α2AkPkC

T
k (CkPkC

T
k +GkWkG

T
k ) + FkVkF

T
k (2.31)

Here, α ∈ R represents a tuning parameter which is slightly greater than 1.
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Employing this modified Riccati equation for both estimators within the bank sig-

nificantly reduces the detection time delay.

Figure 2.9 and 2.10 illustrate the effectiveness of this approach in detecting step-

type sensor and actuator intrusion signals using the modified Riccati equation with

α = 1.1.

Figure 2.9: Detection result of the step-type sensor intrusion using modified Riccati
equation
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Figure 2.10: Detection result of the step-type actuator intrusion using modified
Riccati equation

From Figure 2.9 (a) and Figure 2.10 (a), it is evident that the step-type intru-

sion signal replaces the original healthy sensor (rotational velocity of the shaft) and

actuator (motor voltage source) signals at time step k = 200. Moving to Figure

2.9 (b) and Figure 2.10 (b), the MMAE with modified Riccati equation results in

the detection of the sensor intrusion signal at time step k = 201, while the actuator

intrusion signal is detected at time step k = 204. Importantly, in this scenario, the

detection time delay for sensor intrusion is merely 0.05 seconds, and for actuator

intrusion, it is only 0.2 seconds.



60

2.5 Conclusion

In this chapter, the CPS intrusion detection problem is addressed when subjected

to attacks on the sensor or the actuator. Within this framework, the capability to

analyze the impact of various intrusion signals on system performance is provided,

along with the development of strategies for the detection of these intrusion signals.

To tackle the intrusion detection problem, the initial consideration involves the gen-

eralized healthy CPS model and the model when the CPS is under different types

of attacks. Subsequently, the adaptation of the MMAE technique for detecting the

intrusion signals and their effects on the system is executed.

Specifically, the estimation of conditional state estimates in different scenarios is

conducted, followed by the Bayesian data fusion technique to determine the most

likely intrusion signal. Simulation results, using a DC motor CPS model, demon-

strate the effectiveness of the proposed technique in not only detecting unknown

intrusion signals but also identifying whether the intrusion signal is related to the

sensor intrusion or the actuator intrusion. Additionally, in addressing the detection

time delay arising from the estimator’s convergence, the exponential data weighting

technique is performed to reduce the detection time delay.

As CPS networks grow in complexity and size, future work will focus on the scal-

ability and efficiency of intrusion detection methods to protect large-scale systems

effectively. Specifically, intrusions detection on systems with multiple sensors/ac-

tuators will be investigated. In addition, developing strategies for automated or

semi-automated responses to detected intrusions could also enhance CPS security.
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Chapter 3: Improved Battery Management System of

Lithium-ion Cells Using Multiple Model Adaptive Estimation

Approach

Lithium-ion battery cells are indispensable in numerous applications, necessitat-

ing precise online State of Charge (SOC) and State of Health (SOH) estimation

for improved safety, performance, and life cycle management. However, the non-

linearity inherent in battery cell models presents significant challenges in achieving

accurate SOC and SOH estimates, and this will result in inaccurate SOC and SOH

estimation with traditional estimation techniques. To address the problems men-

tioned above, this chapter introduces novel approaches to estimate SOC and SOH of

Lithium-ion cells. Specifically, the proposed technique leverages the Multiple Model

Adaptive Estimation (MMAE) method first, employing a bank of Kalman filters to

adaptively estimate SOC. After that, an improved approach which combines MMAE

with the Extended Kalman filter (EKF) to enhance the accuracy of SOC estimation

and mitigate the limitations of each individual method is introduced. In addition,

the MMAE technique is also adapted to simultaneously estimate SOC and cell to-

tal capacity integrated with an Enhanced Self-Correcting (ESC) model. Within the

adapted MMAE technique, conditional probabilities are calculated for all potential

quantized capacity values, with the most likely cell capacity estimate being deter-
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mined. Subsequently, the SOC estimate is derived based on these given conditional

probabilities at each iteration.

3.1 Introduction

Lithium-ion batteries (LIBs) find extensive application in electrified vehicles,

portable electronic devices, energy storage systems, and more [2]. The surge in

LIB usage can be attributed, in part, to the decline in manufacturing costs and the

array of advantages associated with this technology [11]. These advantages include

high energy and power density, lightweight and flexible design, minimal self-discharge

rates, and an extended cycle life [87]. Nevertheless, the widespread use of LIBs across

diverse applications often encounters limitations stemming from inherent disadvan-

tages, including susceptibility to overcharging, over-discharging, and overheating,

which, in turn, may lead to performance degradation and a shortened life cycle [88].

Ongoing research endeavors are dedicated to mitigating these drawbacks and ensur-

ing the safe, reliable, and efficient operation of LIBs, with a predominant focus on

enhancing battery management system (BMS) technologies.

An essential function of the BMS is the monitoring of the SOC within LIBs. SOC

denotes the remaining charge within a battery cell and stands as a critical param-

eter in averting overcharge and over-discharge, thus enhancing the overall longevity

and performance of LIBs [89]. Moreover, various other pivotal BMS tasks, includ-

ing SOH estimation, power estimation, and cell balancing, hinge upon precise SOC

measurements [1]. Consequently, obtaining an accurate SOC measurement not only

safeguards LIBs from damage but also elevates the performance of the entire BMS.
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Presently, the measurement of SOC cannot be achieved directly through sensors,

necessitating the application of state estimation techniques for the accurate estima-

tion of SOC based on measured variables, such as current and voltage. Furthermore,

the temporal evolution of SOC is contingent upon intricate nonlinear dynamic pro-

cesses rooted in thermodynamics, electrode kinetics, and transport phenomena [90].

Consequently, SOC monitoring demands the application of nonlinear estimation tech-

niques, including the Extended Kalman filter (EKF) and the Sigma Point Kalman

filter (SPKF) [90, 91].

In [90, 91], an EKF was employed to estimate SOC in LiPB-based battery cells,

frequently utilized in Hybrid Electric Vehicles (HEVs). The battery cell was modeled

as a nonlinear system, with SOC being one of the system states. Employing load cur-

rent as input and terminal voltage as output signals, the EKF facilitated online SOC

estimation. Nonetheless, the EKF technique exhibits certain limitations, including

heavy reliance on the accurate initialization of SOC for optimal convergence and an

absence of constraint handling capabilities, which can lead to invalid SOC estimates

(potentially exceeding 1 or falling below 0). These limitations result in inaccurate

SOC estimates, potentially causing disruptions in BMS control operations.

In a distinct approach [92, 93], an SPKF was adopted for online SOC estimation

in LiPB-based cells. In contrast to the EKF, the SPKF eliminates the need for

system linearization prior to application. Nonlinearities in the system are propagated

through selected Sigma Points, enabling the recursive computation of state estimates

[17]. It is shown that a well-tuned SPKF-based SOC estimate outperforms the

EKF in terms of accuracy, particularly when the initial SOC estimate is suboptimal.
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Generally, a finely tuned SPKF can yield highly accurate and robust SOC estimates,

with computational costs roughly on par with those of the EKF. However, the precise

tuning of weighting constants in SPKF can be challenging, and suboptimal tuning

can yield poorer estimation results than the EKF. Importantly, the effectiveness of

the SPKF is significantly reliant on individual experience, as there is no systematic

guidance available for tuning these weighting constants.

Other critical tasks performed by the BMS include SOH estimation, power esti-

mation, and cell balancing. In terms of SOH estimation, cell total capacity is another

important value that needs to be estimated accurately [3]. Cell capacity is defined

as the product of the current drawn from the battery while it remains connected to

the load until its cell voltage descends below a predefined threshold for each cell [94].

This metric specifies the quantity of charge, measured in ampere-hours (Ah), that

the battery is rated to hold [1] and is typically established by the manufacturer as

one of the nominal values. Nevertheless, cell capacity naturally diminishes during

usage due to parasitic reactions, such as reactions between lithium metal and battery

electrolytes, resulting in a decline in cell performance [95]. Additionally, corrosion,

chemical loss through evaporation, crystal formation, and dendritic growth on elec-

trodes contribute to capacity loss [1]. Therefore, the precise measurement of cell

capacity is instrumental in enhancing cell performance.

Prior research pertaining to the concurrent estimation of SOC and cell capacity

encompasses a variety of estimation techniques. In [87, 89, 96], SOC and cell capacity

were simultaneously estimated through the application of dual estimation technique

using measured input (load current) and output (terminal voltage) data. This tech-
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nique involved the design of two EKFs functioning in parallel to enable the proper

estimation of SOC and cell capacity. Specifically, these two estimators shared their

state estimates until SOC and capacity estimates converged to their actual values.

Nevertheless, the slow convergence of this estimation technique was attributed to

the nonlinear cell dynamics arising from cell impedance, electrode kinetics, and hys-

teresis voltage. Furthermore, inadequate knowledge of the initial SOC and capacity

values led to convergence failure.

In [1, 97, 98, 99], SOC and cell capacity were jointly estimated through a joint

estimation technique using a single EKF and a simplified cell model. In this approach,

the cell model underwent modification to incorporate cell capacity as an additional

state variable with associated additive noise. Subsequently, an EKF was applied to

estimate all state variables, including cell capacity and SOC. However, this method

occasionally encountered limitations due to the numeric conditioning of mathematical

operations as a result of the differing time scales between the evolution of states and

parameters [1]. For example, SOC can fluctuate from 100% to 0% within a few hours,

whereas cell capacity degradation typically unfolds over years. Consequently, the

amount of change in cell capacity per iteration is substantially smaller compared to

changes in SOC. In such instances, round-off errors gave rise to numerical inaccuracies

when using the joint estimation approach, significantly decelerating the convergence

of cell capacity compared to SOC, especially in cases where the initial capacity

estimate was imprecise.

With the proliferation of machine learning techniques, data-driven approaches,

including support vector machines (SVM) and neural network approaches [100, 101,
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102], have also been employed for SOC and cell capacity estimation. However, these

data-driven methods come with inherent drawbacks, such as substantial computa-

tional costs, the need for extensive data, and concerns about the interpretability of

results affecting performance.

In this chapter, a novel approach is introduced, utilizing the MMAE technique

based on a Bank of Kalman filters (BKF) to estimate the SOC of a LiFePO4 cell. The

primary objective is to address the limitations of the EKF and SPKF methods, as

discussed earlier. In this new approach, SOC is considered as an unknown parameter,

assuming a value within the range of 0 to 1. It is subsequently quantized, where each

quantization level represents a possible SOC value at a given time. The BKF is then

employed in conjunction with a Bayesian approach to select the most likely SOC

value at each iteration. By treating SOC as an unknown parameter, the intricate

nonlinear cell model can be transformed into a linear model, significantly simplifying

the SOC estimation process.

Following this, an enhanced approach is introduced to further reduce the compu-

tation cost by combining the EKF and the MMAE techniques for SOC estimation

within a LiFePO4 cell. The primary aim is to reduce the computational overhead

associated with the MMAE approach while further enhancing SOC estimation accu-

racy. In this method, the SOC estimation begins with MMAE to attain the precise

initial SOC estimate, thus addressing the sensitivity of the EKF to initial estima-

tion errors. Subsequently, the EKF is employed to refine the SOC estimation using

the initial estimate derived from the MMAE technique. This approach not only re-

duces computational costs through EKF usage but also mitigates estimation errors
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stemming from SOC quantization in the MMAE method.

This chapter also explores the concurrent estimation of SOC and cell capacity

through the MMAE technique. In contrast to prior scenarios, cell capacity is quan-

tized into a finite set of discrete values. Leveraging the MMAE technique, conditional

SOC estimates are derived, along with conditional probabilities for each capacity can-

didate. These combined estimates of SOC and cell capacity are then computed using

data fusion techniques. In comparison to the dual and joint estimation techniques

discussed earlier, this approach yields robust and accurate SOC and cell capacity

estimates, particularly when the initial estimates for SOC and total capacity are

imprecise.

In summary, improvements of using a BKF over the EKF and the SPKF to

estimate SOC and cell capacity are summarized as follows:

• In comparison to the EKF, the BKF approach for SOC estimation demonstrates

accelerated convergence and the generation of estimations characterized by

higher accuracy (lower estimation error) under equivalent noise levels when

substantial initialization errors are present.

• Robustness characterizes SOC estimation with the BKF, irrespective of the

quality of the initial SOC estimate. Conversely, when the initialization is sub-

optimal, the EKF occasionally yields estimated SOC values exceeding 1 or

falling below 0.

• When compared to the SPKF approach, the BKF exhibits straightforward

setup, especially when employing a simplified linear cell model. This obviates
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the necessity for trial-and-error methods or parameter tuning to enhance the

accuracy of estimation results.

• In the context of the combined SOC estimation approach, it offers the advan-

tage of mitigating quantization errors while simultaneously reducing computa-

tional costs.

• Concerning the simultaneous estimation of SOC and cell capacity, the MMAE

technique yields robust and accurate SOC and cell capacity estimates, partic-

ularly when the initial estimations for SOC and total capacity lack precision,

as compared to the dual and joint estimation techniques.

This chapter consists of five sections: section 2 includes the introduction of the

BKF for online SOC estimation, Section 3 introduces the improved SOC estimation

technique which combines the BKF and the EKF, Section 4 consists of simultaneous

SOC and cell capacity estimation using the MMAE technique, and Section 5 is the

conclusion and future work.

3.2 Online SOC Estimation Using BKF

3.2.1 Modeling Lithium-ion Battery Cells

To estimate the SOC of a Lithium-ion cell, it is imperative to establish a mathe-

matical model for the battery cell. Various types of cell models have been devised in

the past to fulfill this requirement. Among them, two prominent categories are the

Equivalent Circuit Model (ECM) and the Physics-Based Model (PBM)[1]. These

models serve as critical tools for predicting and understanding the behavior of the
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battery cell, aiding in the accurate estimation of SOC and related parameters. In this

chapter, an ECM based Enhanced Self-Correcting (ESC) model will be introduced,

followed by the derivation of a modified ESC model to be utilized within the context

of the BKF approach.

3.2.2 ESC Cell Model

The effect of diffusion voltage, cell impedance, and hysteresis voltage are ac-

counted for by the ESC model. Unlike other simple ECMs, the inclusion of a de-

scription of hysteresis voltage is made in the ESC model, resulting in a more accurate

portrayal of cell behavior [1]. The circuit diagram for this model is displayed in Fig-

ure 3.1.

Figure 3.1: The Lithium-ion cell’s ESC model [1]

In Figure 3.1, the cell terminal voltage is represented by y(t), cell impedance is

modeled by R0, the diffusion voltage is represented by the parallel combination of
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R1 and C1, and the hysteresis effect in the circuit model is denoted by the block

labeled as ”hyst.” Within this chapter, z(t) is employed to denote the SOC, and

OCV signifies the open circuit voltage of the cell, which is typically formulated as a

function of SOC [91].

In terms of these variables, the discrete-time state-space representation of the

ESC model is presented below, with detailed derivations of this model available in

the work by Plett [1].


zk+1

iR1,k+1

hk+1

 =


1 0 0

0 ARC 0

0 0 AH,k




zk

iR1,k

hk



+


−ηkT

Q
0

1− ARC 0

0 AH,k − 1


 ik

sgn(ik)


(3.1)

yk = OCV (zk) +M0sk +Mhk −R1iR1,k −R0ik (3.2)

Here in (3.1) and (3.2), we have

• zk: state of charge, 0 ≤ zk ≤ 1

• iR1,k: current through R1, A

• hk: hysteresis voltage, V

• yk: cell terminal voltage, V

• ik: current through R0 (load current), A
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• ARC = exp(− −T
R1C1

)

• AH,k = exp(−ηkikγT
Q

)

• T : sampling time, s

• ηk: coulombic efficiency of the cell, 0 ≤ η ≤ 1

• γ: a constant which tunes the rate of decay of the hysteresis voltage

• Q: total capacity of the cell, Ah

• OCV : open circuit voltage, V

• M0: instantaneous hysteresis constant

• sk: instantaneous hysteresis, V

• M : non-instantaneous hysteresis constant

Note that

• Usually, ηk in a typical lithium-ion cell is around 99% or higher [1], so in this

model, it is considered as a constant and η = 1

• sk =

 sgn(ik), |ik| > 0

sk−1, otherwise
and s0 = 0

• The OCV -SOC relationship is represented as

OCV (zk) = K0 −
K1

zk
−K2zk +K3 ln(zk) +K4 ln(1− zk) (3.3)
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where K0 through K4 are constants which satisfy the OCV-SOC relationship

[91].

It can be noticed that (3.3) is nonlinear and therefore the estimation of SOC

becomes a nonlinear estimation problem.

3.2.3 Modified ESC Model

In the ESC model described above, SOC is treated as a state variable, thereby

allowing the establishment of an estimator, such as the EKF or the SPKF, to derive

SOC estimates over time. However, as previously indicated, an inaccurate initializa-

tion of the SOC estimate may lead to a significant estimation error. In this study,

modifications are applied to the ESC model and are incorporated into the MMAE

algorithm to reduce the estimation error compared to EKF, regardless of the initial

SOC estimate. In this adaptation, SOC is regarded as an unknown time-varying

parameter, transforming the state estimation problem into an unknown parameter

estimation challenge resolved through the MMAE algorithm.

Given the known range of SOC (0 ≤ zk ≤ 1), SOC can be discretized as

z1, z2, . . . , zi, . . . , zN within the interval of 0 to 1. As the OCV is dependent on SOC,

it is indirectly discretized. Consequently, models corresponding to each discretized

SOC value can be readily established:
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

sk+1

OCVi,k+1

iR1,k+1

hk+1


=



1 0 0 0

0 1 0 0

0 0 ARC 0

0 0 0 AH,k





sk

OCVi,k

iR1,k

hk



+



0 0

0 0

1− ARC 0

0 AH,k − 1


 ik

sgn(ik)


(3.4)

yk =

[
M0 1 −R1 M

]


sk

OCVi,k

iR1,k

hk


−R0ik (3.5)

where

OCVi = K0 −
K1

zi
−K2zi +K3 ln(zi) +K4 ln(1− zi) (3.6)

at each time step k, and the method to compute sk remains the same.

In comparison to the ESC model, sk and OCVi are now regarded as states. Given

that sk is associated with the load current ik and OCVi is a function of the quantized

value of SOC, these quantities can be pre-computed at each time step. By designating

them as state variables and conducting pre-processing, (3.4) and (3.5) are rendered

linear. Consequently, the original nonlinear state estimation problem is transformed

into a linear estimation problem solved in a parallel fashion.
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3.2.4 Using MMAE Algorithm to Estimate SOC

In the MMAE technique, the unknown parameter of a system (in this work, the

SOC of Lithium-ion cells) can be adaptively estimated by employing the control

signal (in this case, the load current ik) and measurement data (specifically, the

terminal voltage yk). SOC is discretized into a discrete set of N SOC values. With

this set of quantized SOC values, N Kalman filters are configured, each targeting a

distinct possible SOC from within this set. These filters are then assembled into a

bank, with their common input being the load current ik, and their outputs are the

terminal voltage. The corresponding conditional probability for each potential SOC

can be adaptively calculated using Bayes’ rule from (3.7). The particular filter with

the highest conditional probability is designated as the most likely SOC estimate at

the current time step [2]. The block diagram of the MMAE algorithm for unknown

SOC estimation is depicted in Fig. 3.11 [2].

Given that SOC is quantized into a finite discrete set, the conditional probability

of each quantized SOC, denoted as zi, given the set of all measurements Yk up to

time k, can be computed utilizing Bayes’ rule:

p(zi | Yk) =
p(yk | Yk−1, zi)p(zi | Yk−1)∑N
i=1 p(yk | Yk−1, zi)p(zi | Yk−1)

(3.7)

Within equation (3.7), p(zi | Yk−1) signifies the a priori conditional probability of

p(zi | Yk), and this equation can be recursively solved once p(yk | Yk−1, zi) and

p(zi | Yk−1) are known. The initialization of the a priori probability p(zi | Y0)

is determined by design. It should be noted that, given SOC is a time-varying
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Figure 3.2: Block diagram of MMAE technique for SOC estimation [2].
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parameter, it necessitates reinitialization at the outset of each iteration, and the

sum of all a priori probabilities tailored to its respective SOC amounts to one.

In order to update p(zi | Yk), the probability density function p(yk | Yk−1, zi)

must be determined as well. It has been demonstrated that the convergence of the

a posteriori probability is independent of the type of probability density function

[2, 13]. As a result, all state and measurement noise in this study is assumed to

exhibit a Gaussian distribution, leading to Gaussian conditional probabilities. In

this context, p(yk | Yk−1, zi) can be expressed as follows:

p(yk | Yk−1, zi) = (2π)
− n/2

∣∣∣Ω−1
k|zi

∣∣∣1/2 · exp(−1

2
ỹTk|ziΩ

−1
k|zi ỹk|zi

)
(3.8)

In (3.12), n denotes the order of the modified ESC model, ỹk|zi represents the inno-

vation sequence associated with zi, and it is defined as:

ỹk|zi = yk − ŷk|k−1,zi (3.9)

Here, ŷk|k−1,zi represents the estimated measurement signal linked to the Kalman

filter with its corresponding SOC.

Ωk|zi stands as the innovation covariance and can be defined as follows:

Ωk|zi = E
[
(yk − ŷk|k−1,zi)(yk − ŷk|k−1,zi)

T
]

= CkPk|ziC
T
k +GkWkG

T
k

(3.10)

Here, Pk|zi denotes the error covariance matrix, which can be computed recursively



77

using the Riccati equation, based on the corresponding Kalman filter equations.

3.2.5 Pseudocode of MMAE Algorithm for Estimating SOC

In summary, the pseudocode of the MMAE technique to estimate SOC is gener-

alized below [2]:
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Algorithm 5 Estimating SOC using MMAE algorithm

1: Initialization 1: Quantize the unknown SOC to a finite set:

{z1, z2, . . . , zi, . . . , zN}. (Note: N is the number of filters in the bank)

2: Initialization 2: Initialize the state estimate, x0|zi , the a priori probabilities,

p(zi | Y0) and the error covariance, P0|zi for all filters in the bank.

3: for k = 0, 1, 2... do

4: for i = 1, 2, ...N do

5: Ωk,i = Ck,iPk,iC
T
k,i +GkWkG

T
k ▷ Set up Kalman filters

6: Kk,i = Ak,iPk,iC
T
k,iΩ

−1
k,i

7: x̂k+1,i = Ak,ix̂k,i +Bkuk +Kk,i(yk − ŷk,i)

8: ŷk,i = Ck,ix̂k,i +Dkuk

9: Pk+1,i = Ak,iPk,iA
T
k,i + FkVkF

T
k −Kk,iCk,iPk,iA

T
k,i

10: ỹk,i = yk − ŷk,i

11: p(yk | Yk−1, zi) = (2π)
− n/2

∣∣∣Ω−1
k|zi

∣∣∣1/2 · exp (−1
2
ỹTk,iΩ

−1
k,i ỹk,i

)
12: p(zi | Yk) =

p(yk|Yk−1,zi)p(zi|Yk−1)∑N
i=1 p(yk|Yk−1,zi)p(zi|Yk−1)

▷ Compute the a posteriori

probabilities

13: end for

14: Find zi with the largest p(zi | Yk)

15: Reinitialize p(zi | Yk)

16: end for



79

3.2.6 The Case Study LiFePO4 Cell

The nominal values of the LiFePO4 cell utilized in this study are presented in

Table 3.1. All nominal values originate from the manufacturer. To estimate SOC

and cell capacity of the modified ESC cell model, parameters in (3.1), (3.2), and

coefficients in (3.3) must be estimated in advance. Following the data acquisition

and parameter estimation method outlined in [1], cell OCV-SOC data is measured

at 22°C, after which the least-squares method is employed to estimate coefficients K0

through K4 in (3.3). The OCV-SOC relationship, as shown in Fig. 3.3, illustrates

the measured data (in blue) and the estimated data (in red), which relies on the

estimated parameters detailed in Table 3.2. Other parameters within the ESC model

are likewise determined using the non-negative least-squares method as presented in

[1], and the results are provided in Table 3.3.

Table 3.1: Nominal values of the LiFePO4 cell

Cell Type LiFePO4 26650 Rechargeable Cell

Total Capacity 3.3Ah

Terminal Voltage 3.2V

Maximum Output Energy 10Wh
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Table 3.2: Estimated OCV-SOC coefficients using least-squares method

K0 3.3274

K1 −6.1332× 10−5

K2 0.0044

K3 0.0498

K4 -0.0107

Table 3.3: Estimated parameters of ESC model using non-negative least-squares
method

Parameter Value

R0 0.0117Ω

R1 0.0388Ω

γ 150

Hysteresis constant M 0.0013

Instantaneous Hysteresis Constant M0 0

Time Constant R1C1 4.548
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Figure 3.3: OCV-SOC relationship at 22°C

In terms of the initialization of the MMAE technique, each a priori probability

linked to its respective Kalman filter is uniformly initialized to a probability of 0.01,

signifying that the initial SOC has an equal likelihood of representing any of the

quantized SOCs within the set. In comparison, the EKF results utilizing the ESC

model are also subjected to simulation under identical system state and measurement

noise levels. The initial error covariance matrix for both methods is configured
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to be identical. Variations in SOC estimate initialization are introduced for both

the MMAE and EKF techniques to evaluate which of the methods yields a smaller

estimation error.

3.2.7 Results at Different Initial SOC Estimates

Figure 3.4 presents the actual SOC, the estimated SOC using the EKF and the

MMAE approaches, and the corresponding absolute error |zk − ẑk| in percentage. In

Figure 3.4 (a), it can be observed that the cell is fully charged, with the actual SOC

denoted as z0 = 1. Subsequently, it undergoes discharge at a rate of 1C. Notably, the

C rate serves as a relative measure of the cell’s current during charging or discharging

[2]. For instance, if a fully charged cell with a total capacity of 10Ah is discharged

entirely using a constant current of 2A for 5 hours, the C rate is expressed as C
5
.

Both the EKF and the MMAE approaches assume an initial SOC estimate of 0.5.

This demonstration highlights that despite the less-than-ideal initial SOC estimate,

the SOC estimation using the MMAE approach rapidly converges to the actual SOC,

while the SOC estimates obtained with the EKF approach exhibit relatively slower

convergence.
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Figure 3.4: SOC estimation result at ẑ0 = 0.5
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In Figure 3.4 (b), the absolute error for end of the EKF and the MMAE re-

sults is computed over time. It is evident that the MMAE results yield relatively

smaller absolute errors at the beginning of the simulation, whereas the EKF results

exhibit a similar level of absolute error after approximately k = 500s. It is worth

noting that the MMAE approach introduces a slightly larger absolute error after

about k = 1000s compared to the EKF results. This behavior can be attributed

to the MMAE algorithm’s mechanism and the quantization level of SOC. In this

study, SOC is quantized as a set, denoted as zi ∈ {0.01, 0.02, . . . , 0.99, 1} which has

one hundred values. The MMAE technique computes the a posteriori probabilities

only in relation to each quantized SOC value within the set. If the actual value falls

outside the set, the algorithm converges to the nearest SOC value within the set, po-

tentially introducing quantization errors to the estimation results. While increasing

the number of quantized SOC values within the set can enhance estimation accuracy,

it would also lead to a substantial increase in computational cost. In addition, it

may also fail in convergence criteria.

In Figure 3.5 (a), a simulation is repeated with an initial SOC estimate of ẑ0 = 0.2

for both the MMAE and the EKF techniques. In comparison to the previous results,

the initial estimates are even less accurate for both approaches. Nevertheless, the

MMAE technique still exhibits rapid convergence in comparison to the EKF results.

The absolute errors for both approaches are displayed in Figure 3.5 (b), further

confirming that the MMAE approach converges more quickly and results in an overall

smaller error.
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Figure 3.5: SOC estimation result at ẑ0 = 0.2
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In Figure 3.6, it is postulated that the cell initiates its discharge while it is not at

full charge. In this simulation, the actual SOC is set at z0 = 0.2, signifying that the

cell possesses only 20% of its total energy capacity. The cell continues to discharge

at a rate of 1C. However, in this instance, the initial SOC estimates for both the

MMAE and the EKF are established at ẑ0 = 1, indicating that both cell is assumed

to be fully charged.

The estimation results in Figure 3.6 (a) reveal that even with ẑ0 = 1, the MMAE

technique swiftly converges to the actual SOC, whereas the EKF method converges

to the true SOC after approximately k = 300s. The estimation error displayed in

Figure 3.6 (b) corroborates the rapid convergence.
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Figure 3.6: SOC estimation result at ẑ0 = 0.8
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At times, a favorable estimation outcome can be observed when the initial SOC

estimate closely approximates the actual initial SOC. In Figure 3.7, simulation results

for a duration of 500 seconds are presented, with an initial assumption of ẑ0 = 0.9

for both the EKF and MMAE techniques. In this scenario, both methods converge

swiftly to the actual SOC. However, the EKF result exhibits an overshoot at the

commencement of the simulation, resulting in an impractical SOC estimate, consid-

ering the valid SOC range of 0 ≤ zk ≤ 1. Such an overshoot could pose practical

issues. In contrast, the MMAE approach remains effective, and the fluctuation in

the SOC estimate is attributed to the previously mentioned quantization effect.
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Figure 3.7: SOC estimation result at ẑ0 = 0.9

3.3 Improved SOC Estimation Using Combined MMAE and EKF Ap-

proach

Previous simulation results have effectively showcased the utility of the MMAE

approach for SOC estimation. However, it is essential to recognize that the MMAE

technique exhibits a slightly larger absolute error after swiftly converging to the
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actual SOC value, as shown in Figures 3.4, 3.5, 3.6, and 3.7, whereas the EKF

method yields a smaller estimation error after a slower convergence. This behavior

can be attributed to the mechanics of the MMAE algorithm and the quantization

level employed for SOC. As shown previously, SOC is quantized into a discrete set,

represented as zi ∈ {0.01, 0.02, . . . , 0.99, 1}, comprising one hundred distinct values.

The MMAE technique exclusively computes a posteriori probabilities in relation

to each quantized SOC value within this predefined set. Should the actual value

deviate from the set, the algorithm converges to the nearest SOC value within the

set, potentially introducing quantization errors into the estimation results. While

augmenting the number of quantized SOC values within the set has the potential to

enhance estimation accuracy, it also incurs a significant increase in computational

cost.

To address this issue, this section introduces an improved approach that combines

the EKF and MMAE techniques for SOC estimation in LiFePO4 cells. The primary

aim is to mitigate the computational overhead associated with the MMAE approach

and further enhance SOC estimation accuracy. The concept behind this improved

approach is straightforward. In this refined methodology, SOC is initially estimated

using the MMAE algorithm to obtain a precise initial SOC estimate, effectively coun-

tering the EKF’s high sensitivity to initial estimation errors. Subsequently, the EKF

is employed to estimate SOC using the initial estimate obtained from the MMAE

technique. The transition from MMAE to EKF is motivated by the fact that while

the MMAE excels in delivering superior estimation accuracy when the initial SOC

estimate is suboptimal, it also incurs a substantial computational cost since multiple
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models run in parallel at each iteration. To ameliorate the computational burden of

the MMAE technique, the EKF is introduced after obtaining an accurate initial SOC

estimate via MMAE. Given that the EKF can rapidly converge to the actual SOC

with a precise initial SOC estimate furnished by the MMAE, a substantial reduction

in computational cost is achieved. Additionally, since the MMAE necessitates the

quantization of SOC, switching to the EKF eliminates quantization errors. Con-

sequently, this approach serves to enhance estimation accuracy significantly. The

amalgamation of the MMAE and the EKF successfully mitigates their respective

shortcomings, resulting in a noteworthy improvement in estimation accuracy com-

pared to either of these methods in isolation.

3.3.1 Pseudocode of SOC Estimation Using MMAE and EKF Approach

In this enhanced approach, the utilization of the MMAE technique is confined

solely to the initialization of the SOC estimate. Specifically, MMAE comes into play

exclusively at the initial time step, i.e., when k = 0. Following the initial iteration

at k = 1, an inherently more accurate SOC estimate is derived. Subsequently, this

refined SOC estimate assumes the role of the initial SOC estimate for the EKF, which

subsequently takes charge of SOC estimation in time. To provide a comprehensive

overview, the generalized pseudocode of this integrated technique is shown below:
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Algorithm 6 Combined SOC estimation technique

1: Initialization 1: Quantize the unknown SOC to a finite set:

{z1, z2, . . . , zi, . . . , zN}. ( N is the number of filters in the bank)

2: Initialization 2: Initialize the state estimate, x̂0,i = x̄i, the a priori probabil-

ities, p(zi | Y0) =
1
N

and the error covariance, P0|zi = X0|zi for all filters in the

bank.

3: if k = 0 then

4: % Use MMAE technique to find initial SOC estimate:

5: for i = 1, 2, ..., N do

6: % Set up Kalman filters:

7: Ωk,i = Ck,iPk,iC
T
k,i +GkWkG

T
k

8: Kk,i = Ak,iPk,iC
T
k,iΩ

−1
k,i

9: x̂k+1,i = Ak,ix̂k,i +Bkuk +Kk,i(yk − ŷk,i)

10: ŷk,i = Ck,ix̂k,i +Dkuk

11: Pk+1,i = Ak,iPk,iA
T
k,i + FkVkF

T
k −Kk,iCk,iPk,iA

T
k,i

12: % Compute the a posteriori probabilities:

13: ỹk,i = yk − ŷk,i

14: p(yk | Yk−1, zi) = (2π)
− n/2

∣∣∣Ω−1
k|zi

∣∣∣1/2 · exp (−1
2
ỹTk,iΩ

−1
k,i ỹk,i

)
15: p(zi | Yk) =

p(yk|Yk−1,zi)p(zi|Yk−1)∑N
i=1 p(yk|Yk−1,zi)p(zi|Yk−1)

16: end for

17: Find ẑi with the largest p(zi | Yk)

18: else

19: Set up EKF to keep estimating SOC using the knowledge of ẑi from MMAE

technique

20: end if
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3.3.2 Simulation Results Using Combined Estimation Approach

To showcase the advantages of this integrated estimation technique, simulations

are also conducted separately for the EKF and MMAE techniques, allowing for a

comparative analysis of SOC estimation accuracy and convergence speed. In the

context of the combined estimation technique, each a priori probability associated

with its corresponding Kalman filter is uniformly initialized to a probability of 0.01.

This initialization corresponds to a quantization level of N = 100 for SOC, mirroring

the setup employed in the previous MMAE simulations. Additionally, EKF results

are simulated using the ESC model, and consistent system state and measurement

noise levels are maintained across all three techniques.

In order to assess the performance of each technique thoroughly, multiple simula-

tions are conducted. Each simulation commences with varying initial SOC estimates.

Absolute errors are computed for all three techniques, enabling a comprehensive

comparison of their respective performance. The technique demonstrating the low-

est estimation error zk − ẑk ultimately signifies the most accurate SOC estimation

approach.

3.3.2.1 Results at Different Initial SOC Estimates

The actual SOC, as well as the estimated SOC using the EKF, the MMAE, and

the combined estimation approach, along with the corresponding absolute percentage

errors, are depicted in Fig. 3.8. In Fig. 3.8 (a), the cell commences the simulation

in a fully charged state, signifying an actual initial SOC of z0 = 1. Subsequently, it

is discharged at a rate of 1C, implying a cell current of 3.3A.
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In this scenario, the initial SOC estimates for the EKF, the MMAE, and the com-

bined estimation approach are all set at 0.5, underscoring the relatively poor quality

of the initial SOC estimation. Remarkably, in Fig. 3.4 (a), it becomes evident

that even though the initial SOC estimates are suboptimal, both the SOC estimates

produced by the combined estimation approach (green line) and the MMAE ap-

proach (blue line) converge rapidly to the actual SOC. Conversely, the SOC estimate

generated by the EKF (red line) demonstrates a comparably sluggish convergence.

Notably, while the SOC estimate from the MMAE technique converges quickly, it

exhibits some degree of noise in the estimation result. This noise can be attributed

to the quantization level applied to the SOC as discussed before.
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Figure 3.8: SOC estimation result at ẑ0 = 0.5
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In Fig. 3.8 (b), the absolute errors for each of the three approaches are calcu-

lated over time. It becomes readily apparent that the combined estimation technique

(depicted by the green line) yields the smallest absolute error, highlighting its supe-

rior performance. Conversely, the MMAE approach (represented by the blue line)

exhibits an error profile that appears noisy, consistent with the earlier explanation

relating to quantization-induced errors. The EKF results (indicated by the red line)

feature the largest absolute errors among the three techniques. This outcome is

attributed to the EKF’s relatively sluggish convergence when dealing with initially

poor SOC estimates.

In Fig. 3.9 (a), the simulation is repeated, with the initial SOC estimate (ẑ0) set at

0.2 for all three techniques. In comparison to the previous scenario, this initialization

is even less favorable. Nevertheless, the combined estimation technique continues to

demonstrate a rapid convergence rate and maintains the smallest absolute error,

outperforming both the MMAE and EKF results. A visual representation of the

absolute errors for all approaches is provided in Fig. 3.9 (b), reaffirming that the

combined estimation technique consistently yields the most accurate results.
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Figure 3.9: SOC estimation result at ẑ0 = 0.2
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In the simulation results presented in Fig. 3.10, the actual state of charge (SOC)

is established at z0 = 0.5. However, in this scenario, a notable distinction is made by

setting the initial SOC estimates for all three techniques at ẑ0 = 0.9. This implies

that all the estimators are beginning with an overestimate of the SOC, assuming that

the cell is nearly fully charged, even though the actual SOC is significantly lower.

The cell continues to discharge at a constant 1C rate.

The results, as depicted in Fig. 3.10 (a), illustrate that despite the initial over-

estimation of z0, both the combined estimation technique (depicted by the green

line) and the MMAE algorithm (indicated by the blue line) are capable of swiftly

converging to the actual SOC. In stark contrast, the EKF approach (illustrated by

the red line) exhibits a markedly slower rate of convergence. The estimation error,

as exhibited in Fig. 3.10 (b), serves to substantiate that the combined estimation

technique (green line) continues to deliver the highest level of estimation accuracy.



99

0 200 400 600 800 1000 1200 1400 1600 1800

Time k, seconds

0

0.2

0.4

0.6

0.8

1

S
ta

te
 o

f 
C

h
a
rg

e
(a) SOC Estimation Results at 1C Rate

SOC Estimate Using EKF

SOC Estimate Using MMAE

SOC Estimate Using MMAE+EKF

True SOC

0 200 400 600 800 1000 1200 1400 1600 1800

Time k, seconds

0

10

20

30

40

A
b
s
o
lu

te
 E

rr
o
r,

 %

(b) Absolute Error, %

Absolute Error Using MMAE

Absolute Error Using EKF

Absolute Error Using MMAE+EKF

Figure 3.10: SOC estimation result at ẑ0 = 0.9
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3.4 Simultaneous SOC and Cell Capacity Estimation Using MMAE

Approach

In previous sections, the estimation of SOC was introduced using the MMAE

approach, along with an improved estimation method. However, in this section, the

focus shifts towards the simultaneous estimation of both SOC and total capacity

for a LiFePO4 cell, employing the MMAE approach. Unlike previous sections, the

primary objective here is to estimate both SOC and cell capacity concurrently, when

the initial values of either SOC or total capacity, or even both, are unknown. To

accomplish this objective, the total capacity of the cell will be discretized into a finite

set of possibilities.

Through the implementation of the MMAE technique, the conditional SOC esti-

mate is initially determined, along with the conditional probability associated with

each potential capacity value. Subsequently, the estimates for cell SOC and capac-

ity are computed using a data fusion technique. To showcase the effectiveness of

this proposed method, comparisons will be made with the dual and joint estimation

techniques, as detailed in [1, 3]. This approach offers robust and accurate SOC and

cell capacity estimates, particularly when the initial estimations of SOC and total

capacity are less than optimal.

3.4.1 ESC Model Quantization

Concerning the modified ESC, as illustrated in (3.4) and (3.5), the original ESC

model, as depicted in (3.1) and (3.2), is employed directly to concurrently estimate
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both SOC and cell total capacity Q. In this context, the cell’s total capacity Q

is discretized into a finite set, denoted as Q1, Q2, . . . , Qi, . . . , QN , where each Qi

represents a feasible value for the actual cell total capacity. This implies that a

total of N cell models are established, each containing a distinct Q value from the

quantized set.

It is important to note that, as the actual total capacity of an aged cell typically

tends to be smaller than the nominal total capacity, the upper bound of the set is

often designated as the nominal Q value, while the lower bound is set significantly

higher than zero [1]. This aligns with common practice, where aged cells are usually

replaced if their actual capacity falls below approximately 80% of the nominal value

[1, 3]. Further details regarding the quantization levels will be elaborated upon in

subsequent sections.

Having established the N cell models, a collection of N EKFs can be assembled to

simultaneously compute the conditional state estimates from each model. Through

the application of Bayesian data fusion technique, the most likely capacity value Q

is chosen from within the set at each iteration. This choice of capacity value allows

for the computation of the SOC. A visual representation of the MMAE algorithm

is depicted in Figure 3.11, illustrating the concurrent estimation of SOC and total

capacity [3].
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Figure 3.11: Block diagram of MMAE technique for SOC and total capacity estima-
tion [3].

Figure 3.11 illustrates the arrangement of filters within a bank, wherein the shared

inputs are the cell terminal voltage yk and the load current ik. These inputs serve as

the foundation for adaptively calculating the corresponding conditional probabilities

for each possible total capacity Q. The utilization of Bayes’ rule in this context en-

ables the computation of these conditional probabilities. Specifically, the conditional

probability p(Qi | Yk) is expressed as follows:
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p(Qi | Yk) =
p(Yk, Qi)

p(Yk)

=
p(Yk, Qi)∑N

i=1 p(Yk | Qi)p(Qi)

=
p(yk | Yk−1, Qi)p(Qi | Yk−1)∑N
i=1 p(yk | Yk−1, Qi)p(Qi | Yk−1)

(3.11)

In (3.11), the variable yk denotes the terminal voltage of a cell at time k, while

Qi represents one of the quantized values of cell capacity tuned for its corresponding

EKF. The recursive solution of (3.11) hinges on the availability of two pieces of in-

formation: the conditional probability p(yk | Yk−1, Qi) and the a priori conditional

probability p(Qi | Yk−1). Notably, the initial a priori probability p(Qi | Y0) is deter-

mined by the designer’s choice and is often uniformly distributed unless additional

knowledge is available to refine the a priori probability. It is crucial to emphasize

that the sum of all a priori probabilities for each Qi at time k equals one.

In order to update p(Qi | Yk), it is essential to determine the probability density

function p(yk | Yk−1, Qi). It is worth noting that the nature of the probability

density function does not impact the convergence of the a posteriori probability, as

established in previous studies [2, 3, 11]. Therefore, in this work, it is assumed that

both the state and measurement noise follow a Gaussian distribution, resulting in

Gaussian conditional probabilities. Consequently, the expression for p(yk | Yk−1, Qi)

takes the form:

p(yk | Yk−1, Qi) = (2π)
− n/2

∣∣∣Ω−1
k|Qi

∣∣∣1/2 exp(−1

2
ỹTk|Qi

Ω−1
k|Qi

ỹk|Qi

)
(3.12)
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Within (3.12), n = 3 corresponds to the order of the ESC model, and ỹk|Qi

represents the innovation sequence pertaining to the specific Qi:

ỹk|Qi
= yk − ŷk|k−1,Qi

(3.13)

Here, ŷk|k−1,Qi signifies the estimated measurement signal associated with the

EKF corresponding to the particular cell capacity Qi.

The conditional covariance matrix Ωk|Qi
is defined as:

Ωk|Qi
= E

[
(yk − ŷk|k−1,Qi

)(yk − ŷk|k−1,Qi
)T
]

= CkPk|Qi
CT

k +GkWkG
T
k

(3.14)

Here, Pk|Qi
denotes the error covariance matrix, which is recursively computed

using the corresponding Riccati equation from each EKF.

Once the conditional probability p(Qi | Yk) is computed for each possible Qi

value, the SOC estimate that accounts for the uncertainty in cell capacity can be

calculated with the given conditional probability. This estimate combines each SOC

estimate weighted by the corresponding conditional probability:

ẑk|k−1 =
N∑
i=1

ẑk|k−1,Qi
p(Qi | Yk) (3.15)

Here, ẑk|k−1,Qi represents the conditional SOC estimate, calculated by the corre-

sponding EKF adjusted for Qi.
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3.4.2 Simulation Results

To evaluate and compare the estimation accuracy and validate the robustness

of the proposed MMAE technique, the joint and the dual estimation techniques are

also employed to estimate SOC and cell capacity over time [3]. All three techniques

undergo simulations using consistent initial SOC and cell capacity estimates, as well

as the same error covariance matrix. Furthermore, a load current pattern based on

the urban dynamometer drive schedule (UDDS) [103] serves as the input signal for

all simulations. Performance evaluation is carried out by computing the absolute

error |zk − ẑk| and |Q− Q̂k| for each of the techniques.

3.4.3 Results at z0 = 1 and Q = 2.8Ah

Simulation results are presented in Figures 3.12 and 3.13 to compare the perfor-

mance of the MMAE technique against the dual and joint estimation methods.

In Figures 3.12 (a) and 3.13 (a), the LiFePO4 cell is initially fully charged with

an unknown SOC, which is represented by the assumed initial SOC estimate of

ẑ0 = 0.5 for all the estimation approaches. This value reflects a poor initial SOC

setup typically encountered in practical scenarios. The cell is then discharged at a

rate of C
3
, leading to a SOC of z = 0 after 3 hours.

Figure 3.12 (a) illustrates that the SOC estimate using the MMAE technique

(blue line) rapidly converges to the actual SOC (red line), despite the unfavorable

initialization of the SOC estimate. In contrast, the results obtained with the Joint

(blue line) and Dual (green line) estimation techniques, as shown in Figure 3.13

(a), exhibit significant noise in the SOC estimates. Notably, the SOC estimate
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produced by both the joint and dual methods initially exceeds the upper bound

of SOC (0 ≤ z ≤ 1). This failure to adhere to the constraint creates substantial

estimation errors.

Figures 3.12 (b) and 3.13 (b) provide a clearer perspective by presenting the

absolute percentage error in SOC estimates, which aligns with the observations made

above.
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Figure 3.12: Estimation results at ẑ0 = 0.5, Q quantized from 2.6 to 3.3 using MMAE
technique



108

Figure 3.13: Estimation results at ẑ0 = 0.5, Q̂0 = 3.3 (same initial set up compared
to MMAE approach) using Joint and Dual estimation approach
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Cell capacity estimation results are illustrated in Figures 3.12 (c) and 3.13 (c).

In this simulation, the actual cell capacity is 2.8Ah, while the nominal value remains

at 3.3Ah, indicating a cell capacity loss of 0.5Ah due to the aging effect.

To estimate the actual cell capacity using the MMAE technique, cell total capac-

ity is quantized into a finite set: Q1 = 3.3Ah,Q2 = 3.2Ah, . . . , Qi, . . . , QN = 2.6Ah

with decrements of 0.1Ah. The set’s upper and lower bounds are 3.3Ah and 2.6Ah,

respectively. As mentioned previously, typically, an aged cell is replaced when its

actual capacity falls below 80% of its nominal value, which, in this case, corresponds

to 2.64Ah [1]. Thus, the lower bound is set at 2.6Ah.

Using (3.7), the conditional probability of each quantized cell capacity given all

measurement data, denoted as p(Qi | Yk), is computed. The value with the highest

probability represents the most likely cell capacity estimate, Q̂. In Figure 3.12 (c),

the conditional probability p(Q = 2.8 | Yk) (yellow line) rapidly converges to one at

time k = 12s, while the other conditional probabilities converge to zero.

Figure 3.13 (d) presents the weighted cell capacity estimate over time. This

estimate is calculated as part of the data fusion technique.

Q̂k =
N∑
i=1

Qip(Qi | Yk) (3.16)

Similar to (3.15), this shows a blended capacity estimation result that considers all

quantized hypotheses in the set.

In contrast, results obtained using the Joint and Dual estimation techniques

are presented in Figure 3.13 (c), where the initial cell capacity estimates for both

techniques are set to Q̂0 = 3.3. Notably, the Dual estimation result (green line)
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exhibits a slow convergence, while the Joint estimation technique (blue line) fails to

converge altogether due to the model complexity. It is worth mentioning that cell

models employed in works such as [89, 96, 97] are considerably simpler, as they do

not consider factors like hysteresis voltage. Moreover, the initialization of both SOC

and capacity estimates in these studies is much closer to the true initial values.

The absolute errors for both techniques are also calculated, as depicted in Fig-

ure 3.13 (d), providing further verification of the trends observed in Figure 3.13

(c).

3.4.4 Results of Some Special Cases

In this section, two special cases are numerically simulated to assess the robust-

ness of the MMAE technique. The first case assumes that the actual cell capacity

has a higher resolution compared to the quantization level of the cell capacity. In

the second case, it is assumed that the actual cell capacity falls outside the defined

quantization range. These scenarios provide valuable insights into the performance

of the MMAE technique in challenging situations.

3.4.4.1 Special Case One

In the previous results employing the MMAE technique, it was assumed that the

total capacity of an aged cell is 2.8Ah, a value that falls within the predefined quan-

tized set, as illustrated earlier. In Fig. 3.14, a simulation is conducted again, where

the cell capacity is quantized as Q1 = 3.3Ah,Q2 = 3.2Ah, . . . , Qi, . . . , QN = 2.6Ah

with decrements of 0.1Ah, mirroring the previous quantization scheme. However,

in this special case, the actual cell capacity value is set to 2.79Ah. This means
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that although the actual capacity still falls within the range of the set, it does not

correspond to any of the quantized values in the predefined set.

Furthermore, to investigate the SOC estimation accuracy under different initial

conditions, the actual initial SOC value is set to z0 = 0.5, indicating that the cell is

at 50% charge. Meanwhile, the initial SOC estimate is set at ẑ0 = 1, indicating that

the initial SOC is overestimated in this particular case.
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Figure 3.14: Estimation results at ẑ0 = 1, Q quantized from 2.6 to 3.3 using MMAE
technique
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In Figure 3.14 (a), the SOC estimate ẑk (blue line) continues to exhibit rapid

convergence to the actual SOC (red line), and Figure 3.14 (b) illustrates the absolute

error within the time span 0 ≤ k ≤ 50s, with the error converging to zero at k = 2s.

With respect to the capacity estimation results depicted in Figure 3.14 (c), even

though the actual capacity value of 2.79Ah is not among the quantized values listed

in the set, the MMAE technique identifies the closest capacity value, yielding Q̂ =

2.8Ah (yellow line) as the most likely capacity estimate. Figure 3.14 (d) shows the

weighted cell capacity estimate Q̂k (red line) over time, and it converges toward the

closest quantized cell capacity value, which is Q = 2.8Ah.

To further validate this result, the simulation is replicated with different actual

capacity values, ranging from 2.71Ah to 2.79Ah in increments of 0.01Ah, as outlined

in Table 3.4.
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Table 3.4: Estimation results and convergence time for cell total capacities

Actual Capacity Estimated Capacity Convergence Time

2.71Ah 2.7Ah 13s

2.72Ah 2.7Ah 11s

2.73Ah 2.7Ah 17s

2.74Ah 2.7Ah 28s

2.75Ah 2.8Ah 32s

2.76Ah 2.8Ah 25s

2.77Ah 2.8Ah 16s

2.78Ah 2.8Ah 11s

2.79Ah 2.8Ah 10s

In Table 3.4, it can be observed that the estimated cell capacity consistently

converges to the quantized capacity value that are most close to the actual capacity.

Furthermore, it becomes apparent that the time required for convergence increases

as the actual cell capacity deviates further from the quantized values included in the

set. This elongation in the convergence time, with greater disparities between the

actual capacity and the available quantized values, may serve as a valuable indicator

of discrepancies between the set of quantized capacity values and the true capacity.
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3.4.4.2 Special Case Two

In this special scenario, the set comprising quantized capacity values remains

unchanged, but the actual capacity value is presumed to be smaller than the lower

boundary (2.6Ah) of the set. Multiple simulations are conducted with various actual

cell capacity values, and the outcomes are documented in Table 3.5. It is important

to highlight that the initial conditions for SOC and its estimate are maintained at

the same settings as in previous experiments.

Table 3.5: Estimation results when actual cell capacity value is out of the range

Actual Q Q Estimate Convergence Time MAE of SOC

2.0Ah 2.6Ah 13s 2.19%

2.1Ah 2.6Ah 11s 2.76%

2.2Ah 2.6Ah 10s 1.97%

2.3Ah 2.6Ah 13s 1.04%

2.4Ah 2.6Ah 11s 0.79%

2.5Ah 2.6Ah 12s 0.11%

In Table 3.5, the actual cell capacity spans the range from 2.0Ah to 2.5Ah, yet

all the estimated cell capacity values uniformly converge to 2.6Ah. Remarkably,
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the MMAE technique consistently selects the value that is closest to the actual cell

capacity value, maintaining a consistent convergence time. It is worth noting that

the Absolute Error of SOC exhibits a decreasing trend as the actual capacity value

approaches the lower boundary of the set.

This special scenario validates the earlier conclusion made in the previous case,

wherein the MMAE technique consistently favors the quantized value that is nearest

to the actual capacity as the most probable cell capacity estimate. This assertion

holds significant relevance in the context of designing the range and quantization

level for the cell capacity. For instance, if the estimated cell capacity converges to

the lower boundary of the suggested set, then this lower boundary can be adjusted to

encompass the actual cell capacity. Following this, the quantization level of the set

can be systematically fine-tuned to progress from a coarse to a more precise estimate

of cell capacity.

3.5 Conclusions and Future Work

In this chapter, challenges associated with online SOC estimation and the simul-

taneous estimation of SOC and total capacity for Lithium-ion cells are addressed.

The MMAE technique is introduced and adapted as an effective solution. Specifi-

cally, the focus is on the estimation of the SOC of a LiFePO4 cell, and simulation

results for a case study involving a LiFePO4 cell operating at 22°C with a 1C rate

are presented.

The results demonstrate the capability of the MMAE technique to adaptively and

accurately estimate SOC, even when the initial SOC estimate is poor. Moreover, the
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SOC estimation converges rapidly to the actual SOC, outperforming the EKF results

under the same initial set up.

Building upon this, an improved method that combines the strengths of both the

EKF and MMAE techniques is proposed. The MMAE’s rapid convergence property

is leveraged to obtain a relatively accurate initial SOC estimate, which then initializes

the EKF for continuous SOC estimation. This combined approach not only reduces

computational costs compared to standalone MMAE, but also overcomes individual

drawbacks. Simulation results on a LiFePO4 cell validate the effectiveness of this

hybrid approach against EKF or MMAE alone.

Furthermore, the MMAE technique is extended to address the simultaneous esti-

mation of SOC and cell total capacity for the LiFePO4 cell. The cell total capacity

is discretized based on its nominal value, and a bank of EKFs is employed for con-

ditional SOC estimation. The Bayes data fusion technique is then applied to obtain

the most likely SOC and cell total capacity at each iteration. Simulation results

showcase superior accuracy compared to dual and joint estimation techniques.

Looking ahead, future work will encompass an exploration of temperature-dependent

SOC and simultaneous SOC/cell capacity estimation using the proposed techniques.

Additionally, a more detailed investigation into Lithium-ion cell State-of-Power (SOP)

estimation, cell pack SOC and SOH estimation, and cell balancing problems will be

undertaken.
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Chapter 4: Multi-Object Tracking Using Video Sequences

with Improved Performance and Reduced Computation Cost

The third application discussed in this dissertation is the Multi-Object Tracking

(MOT) problem in surveillance applications, defined as the problem of tracking mul-

tiple objects over time in video sequences. Estimation theory plays an important role

for getting accurate MOT results. For example, sometimes the sensor measurement

of the surveillance signal is intermittent. In this case, a robust estimation technique

could still handle the missing data problem and bring a good tracking result. In this

work, two efficient techniques are introduced in this study to enhance tracking ac-

curacy and decrease computation complexity. Specifically, the tracking performance

is improved with no additional computation cost by employing a more realistic mo-

tion model. In addition, a novel reduced-order Kalman filter is introduced, resulting

in a reduction in computation cost while maintaining equivalent tracking accuracy

compared to the full-order Kalman filter.

Experimental results obtained from standard MOT datasets [104] demonstrate

that the proposed method yields competitive outcomes concerning both tracking

accuracy and inference speed. Furthermore, the introduced techniques can be effort-

lessly integrated into other trackers to enhance their tracking performance.
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4.1 Introduction

The significance of multi-object tracking in video sequences lies in its indispens-

able role in comprehending object interactions, estimating object trajectories, and

predicting future object states. This capability unlocks diverse applications, includ-

ing object counting [48], traffic monitoring [105], crowd analysis [106], and activity

recognition [47]. Nevertheless, the MOT problem introduces considerable challenges

stemming from inherent model inaccuracies and the unpredictable nature of mea-

surement noise levels. These challenges often lead to imprecise motion predictions

before tracks can be accurately associated with detections [13]. In addition, the

computational cost of the tracker plays a pivotal role in shaping the inference speed,

particularly within the tracking by detection framework. The impact of this compu-

tational cost on inference speed is noteworthy, underscoring the need for strategies

to address and mitigate this challenge in the pursuit of more efficient and accurate

MOT systems.

Nevertheless, the prevailing tracking algorithms inadequately address these chal-

lenges, particularly the enhancement of model accuracy and the reduction of the

tracker’s computation cost. Conversely, a multitude of existing methods place em-

phasis on the utilization of appearance features derived from deep neural networks

and straightforward motion model predictions for track-detection association [58, 57,

107, 108]. While these appearance features hold the potential to enhance the accu-

racy of track-detection associations, they frequently encounter a formidable hurdle

in the form of elevated computational costs induced by deep network-based feature
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extractors. This, in turn, impedes their practical deployment in environments con-

strained by resources or systems operating under stringent time constraints [58, 109].

Moreover, the incorporation of appearance features into the tracker is not without

its trade-offs. Notably, feature extractors necessitate additional rounds of training to

acquire the object’s appearance, a process that proves both time and computationally

intensive. Therefore, the introduction of appearance features into the tracker is not

akin to a “free lunch” and may result in diminished inference speed, ultimately

constraining their efficacy in meeting real-time processing requirements, particularly

in crowded scenarios.

In the realm of current tracking algorithms, the conventional practice involves the

application of the full-order Kalman filter for the prediction and updating of object

trajectories by modeling the moving objects using a simple Nearly Constant Velocity

(NCV) model. The procedure entails allocating a Kalman filter to each new detec-

tion, facilitating the computation of the predicted trajectory during the prediction

step. Subsequently, following the track-detection association step, the tracking ID

can be appropriately assigned. It is noteworthy that the full-order state estimator

can be streamlined, considering that part of the state (specifically, object location)

is directly measured by the vision-based detector at each frame. In such instances,

the implementation of a reduced-order state estimator becomes useful, leading to a

reduction in computation costs. This streamlined approach holds the potential to

enhance the inference speed analytically, particularly in scenarios characterized by

dense crowds.

In addition, the majority of tracking by detection algorithms has consistently em-
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ployed the simple NCV model for the prediction and updating of objects’ trajectories

[55, 56, 57, 107, 110]. However, the inherent limitations of the simple NCV model in

capturing the complexity of motion dynamics become apparent. This model posits

that an object’s velocity is noise-driven, implying that the mean square error of the

velocity is unbounded [13]. As a consequence, when sensor measurements for a given

track are intermittent due to occlusion, noise, or detector performance, the assigned

estimator can only update its trajectory estimate in the absence of supervisory input

from sensor measurements. In such scenarios, the sole recourse for updating state

estimates lies in relying on the motion model.

Nevertheless, the simple NCV model, coupled with noise as its input, fails to

yield a bounded state estimate in the absence of sensor measurements. This defi-

ciency results in inaccurate predictions and tracking errors when the object’s sensor

measurements are intermittent, highlighting a critical drawback of the model in han-

dling scenarios with sporadic sensor input.

In this chapter, two improvements over the tracking-by-detection framework are

made: firstly, it introduces an enhanced motion model to replace the simple NCV

model, addressing the previously mentioned issues, and secondly, it presents a novel

reduced-order Kalman filter. The improved motion model serves to rectify the prob-

lem of model inaccuracy, thereby enhancing overall tracking accuracy. Simultane-

ously, the introduction of the reduced-order Kalman filter aims to reduce computa-

tion costs.

Crucially, the enhancement in the motion model does not incur additional com-

putation costs, making it a cost-effective solution. In addition, the proposed reduced-
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order Kalman filter yields tracking results that are equivalent to those of the full-order

Kalman filter but with a reduced computation cost. These methods stand out for

their simplicity, effectiveness, and interpretability, making them easily implemented

in any tracker without incurring additional computational expenses.

This chapter consists of five sections. Section 4.2 is the related work. Section

4.3 is the introduction of the proposed method. Section 4.4 consists experimental

results, and Section 4.5 is the conclusion and future work.

4.2 Related Work

The MOT problem in video sequences has engendered numerous approaches, with

two distinct types of solutions emerging as the most extensively researched. The first

approach hinges on a motion-based methodology, wherein the detection outcomes

from the object detector are utilized as sensor measurements. After that, a state

estimator is assigned to each detection, followed by an association step to allocate

tracking IDs. In this context, object tracking is conducted on a frame-by-frame basis.

The second approach is grounded in a purely vision-based paradigm, where deep

neural networks are trained on given datasets to extract appearance features for

the purpose of track-detection association. The output of the network furnishes the

detection results with tracking IDs assigned directly, dispensing with the need for

intermediate steps.

4.2.1 Motion Based Approach

The tracking-by-detection framework has found widespread application in MOT

problems, particularly within the context of the motion-based approach. Among
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those tracking-by-detection based MOT methods, SORT [107] is the most basic and

efficient MOT technique. In SORT, the object’s motion is characterized by a simple

Nearly Constant Velocity (NCV) model to facilitate trajectory prediction. Following

that, detections with a high confidence score originating from the vision-based detec-

tor are linked with the predicted trajectory as part of the track-detection association

process. Finally, a state estimator is allocated to update the anticipated trajectory

in accordance with the associated detection.

Expanding upon this foundational concept, several trackers have been devised

to further enhance tracking performance. ByteTrack [55], for instance, takes all

detections into consideration for association with tracks, thus augmenting tracking

accuracy. This involves giving precedence to detections with higher confidence scores,

followed by the association of detections with lower scores with any remaining un-

matched tracks. In the case of OC-SORT [56], an Observation-centric Re-Update

(ORU) technique is introduced to mitigate the cumulative prediction error that arises

when measurement data is intermittent. SparseTrack [111] presents a Depth Cas-

cading Matching (DCM) algorithm, which leverages depth information to enhance

the accuracy of association.

4.2.2 Appearance Based Approach

The approach of track-detection association based on appearance holds a higher

degree of intuitiveness when juxtaposed with the motion-based approach. In this

technique, various features can be extracted from bounding boxes and subsequently

applied for the purpose of association. Notably, deep features extracted from a pre-
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trained network can significantly enhance association accuracy.

In DeepSORT [107], a fusion of visual-based features and motion features is

utilized to yield improved association results. BoT-SORT [58] adopts a deep appear-

ance extractor for its initial round of association. Deep OC-SORT [57] introduces an

adaptive approach to update an object’s appearance features, facilitating the inte-

gration of track-detection associations. In StrongSORT [109], the feature extractor

is upgraded to obtain superior appearance features.

In certain other approaches such as those presented in [112, 113, 114, 115], en-

tirely vision-based methodologies are proposed. These methods focus on learning

deep representations from both appearance features and object trajectories. Never-

theless, their performances still exhibit limitations when compared to state-of-the-art

tracking-by-detection methods, primarily owing to the higher computation costs in-

volved and the paucity of available training datasets.

4.3 Proposed Method

4.3.1 Limitations on Previous Methods

Despite the claimed advancements in previous trackers, several enduring limita-

tions persist within existing approaches, particularly in the following domains:

Lack of Analytical Interpretation: Numerous prior methods, particularly

those rooted in vision-based systems, lack analytical interpretability. While deep

learning based methods have achieved impressive performance, their opaque nature

restricts the interpretability of outcomes. Understanding the rationale behind specific

tracking decisions or diagnosing and rectifying tracking errors becomes challenging.
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This absence of analytical interpretation impedes the capacity to glean insights into

the tracking process, curbing the transparency and reliability of the proposed tracker.

Increased Computation Cost: An ongoing trend in enhancing tracking ac-

curacy involves elevating the computational load of the algorithm, particularly in

vision-based approaches, where deep neural networks are commonly trained to ac-

quire appearance features for track-detection association. However, deep learning

models typically demand substantial computational resources for both training and

inference, culminating in augmented processing time and memory requisites. For in-

stance, sophisticated learning models and data association techniques, such as Track-

Former [113] or EMA [116], can impose considerably higher computational costs,

ultimately resulting in reduced tracking speed. While these approaches might yield

improved accuracy, the increase in computational expense is not negligible. This

poses challenges for real-time tracking applications, confining their practicality in

resource-constrained environments or scenarios with stringent latency requirements.

Insufficient Focus on Motion Model and Kalman Filter Improvement:

Despite the widespread use of Kalman filter based methods in the MOT problem,

only a few prior approaches have emphasized enhancing the underlying models and

the Kalman filter itself to bolster tracking accuracy. In BoT-SORT [58], the intro-

duction of the camera motion compensation (CMC) method addresses motion model

compensation when the camera is in motion. Similarly, OC-SORT [56] presents an

improved Kalman filter to interpolate sensor measurements when detection results

are intermittent. However, as mentioned earlier, these methods increase compu-

tational costs. Further research is warranted to explore the potential of advanced
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models and improved variants of the Kalman filter that mitigate computational ex-

penses.

4.3.2 Improved Motion Model

In response to the previously mentioned issue of model inaccuracy, a revised

motion model is introduced with the aim of ameliorating tracking accuracy. This

improved model, characterized by its simplicity and analytical interpretability, has

been devised to mitigate the shortcomings associated with the existing motion model.

Consider a simple discrete-time NCV model for a moving object
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ẋk
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2
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2

1

1
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vk (4.1)

xk

yk

 =

1 0 0 0

0 1 0 0


xk

yk

 (4.2)

where T denotes the sampling time. Here, xk and yk represent the object’s

position in the x and y directions at time k, while ẋk and ẏk denote the object’s

velocity. The system input, denoted as vk, is assumed to follow a normal distribution

with vk ∼ N(0, V ).

The NCV model, in the context of bounding boxes, typically employs a selection
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of system states, such as x = [xc, yc, a, r, ẋc, ẏc, ṡ]
T . In this representation, xc and yc

signify the center coordinates of the bounding box, while a = hw and r = h/w, where

h and w correspond to the bounding box’s height and width, respectively. Variations

of the NCV model adopt different state representations for bounding boxes, including

the “xywh” type, where x = [xc, yc, h, w, ẋc, ẏc, ḣ, ẇ]
T , and the “xyxy” type, where

x = [x1, y1, x2, y2, ẋ1, ẏ1, ẋ2, ẏ2]
T , among others. These diverse state representations

accommodate varying bounding box representations and have found applications

across tracking methodologies.

As shown in (4.1), velocity of the object is modeled as

ẋk+1 = ẋk + vk (4.3)

ẏk+1 = ẏk + vk (4.4)

in x and y direction. The assumption made regarding the object’s maneuvering

implies that the speed (s) of the object adheres to an equation formulated as shown:

sk+1 = sk + vk (4.5)

with E[vk] = 0, E[v2k] = σ2
s . If vk ∼ N(0, V ) and s0 = 0, it can be easily derived that

E[s2k] = kσ2
s (4.6)

This implies that the mean square speed remains unbounded over time, as mentioned

in [13]. Evidently, such an assumption is far from realistic, particularly when applied
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to an NCV model, where a constant speed is posited. It would be more reasonable

to assert that E[s2k] = S, where S is a constant that remains independent of the

variable k and is contingent solely upon the speed capabilities of the moving object.

Grounded in this premise, (4.5) can be improved, as indicated in [13]:

sk+1 =

√
S2 − σ2

s

S2
sk + vk (4.7)

by doing this, the mean square speed can be computed as

E[s2k+1] =
S2 − σ2

s

S2
E[s2k] + σ2

s (4.8)

where

E[s2k] = E[s2k+1] = S2 (4.9)

and this implies

ẋk+1 =

√
S2 − σ2

s

S2
ẋk + vk (4.10)

ẏk+1 =

√
S2 − σ2

s

S2
ẏk + vk (4.11)
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and this improvement result in a more realistic motion model
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ẋk

ẏk


+



T
2

T
2

1

1


vk (4.12)

In practice, S serves as a tunable parameter, with its value contingent upon

the speed capabilities inherent in the moving objects. Furthermore, the variance σ2
s

associated with the input noise typically remains undisclosed or unknown. In this

case,
√

S2−σ2
s

S2 can be aptly regarded as a unified tuning parameter denoted by ϕ,

where 0 ≪ ϕ < 1.

Figure 4.1 illustrates a simulated trajectory of a moving object, featuring a com-

plete trajectory represented by the blue line, while the red line corresponds to the

detected trajectory. The presence of the red line denotes that the detected trajectory

is intermittent, reflecting a practical scenario. This intermittence can arise due to

multiple factors, including occlusions or potential mis-detections by the object de-

tector, resulting in irregular measurements. In this case, to keep track of the object

with intermittent measurements, the Kalman filter can only predict the state esti-

mates using the given motion model when the sensor measurement is missing, and

the state update step can only be executed when the state measurement is given.

Figure 4.2 further elaborates upon this by presenting two distinct estimated tra-

jectories based on the intermittent measurements shown in Figure 4.1. The green

line illustrates the estimated trajectory derived using the NCV model from (4.1),



130

while the red line portrays the estimated trajectory formulated with the improved

motion model outlined in (4.12), characterized by the inclusion of the tuning pa-

rameter ϕ = 0.95. A clear distinction emerges, with the enhanced motion model

delivering notably more accurate estimated trajectories, particularly in situations

where measurements are absent.

-50 0 50 100 150 200 250 300 350 400

Trajectory at x direction

0

200

400

600

800

1000

1200

1400

1600

1800

2000

T
ra

je
c
to

ry
 a

t 
y
 d

ir
e
c
ti
o
n

True position trajectory

Detected position trajectory (have miss detections)

Figure 4.1: Simulated trajectory of a single moving object
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Figure 4.2: Estimation result of the simulated trajectory using the regular NCV and
the improved motion model

In terms of the MOT problem where the “xyxy” or “xywh” type of NCV model

is usually used, the improved “xyxy” or “xywh” type of motion model can be repre-
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sented as
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yk =

[
I4×4 04×4

]
xk (4.14)

where x = [xc, yc, h, w, ẋc, ẏc, ḣ, ẇ]
T for “xywh” model, and x = [x1, y1, x2, y2, ẋ1, ẏ1, ẋ2, ẏ2]

T

for “xyxy” model. The tuning parameter ϕ =
√

S2−σ2
s

S2 as shown before. Note this

change does not increase the model complexity.

4.3.3 Reduced-order Kalman Filter

Within the track-by-detection framework, vision-based detectors play a pivotal

role by furnishing the object’s location to the motion model. This, in turn, facilitates

the requisite updates for each assigned Kalman filter. Nevertheless, when deploying

the aforementioned model for configuring the Kalman filter, the inclusion of large

yet sparse matrices can give rise to heightened computation costs. These increased
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computational demands can exert an adverse impact on the tracker’s efficacy, par-

ticularly in scenarios characterized by congestion, where multiple Kalman filters are

required to collaborate harmoniously.

Moreover, considering the motion model outlined earlier, it becomes evident that

the utilization of the Kalman filter to estimate the position of each bounding box is

superfluous, as it essentially duplicates the sensor measurements. In response to these

multifaceted challenges and with the overarching objective of enhancing tracking

speed, a more streamlined variant of the Kalman filter has been introduced. This

refined variant is adept at curtailing computational overhead, thereby contributing

to an overall improvement in tracking performance.

Numerous applications have explored the utilization of a reduced-order Kalman

filter, aiming to accommodate limited computational resources. In [117, 118], the im-

plementation of reduced-order filtering involves approximating the covariance through

a lower-rank Singular Value Decomposition (SVD)-like decomposition, as elucidated

in [13]. Additionally, a comprehensive methodology for the reduced-order Kalman

filter is delineated in [13, 119]. Conversely, in works like [120, 121, 122], a simplified

reduced-order Kalman filter is derived under the condition that the system states

are all decoupled from each other.

However, these approaches either incur substantial computational expenses ([13,

119]), thereby conflicting with the primary intent of this undertaking, or prove in-

applicable to the tracking problem ([120, 121, 122]), since the system states are not

decoupled in MOT’s motion model introduced before. To address these drawbacks,

this section introduces a novel approach to the reduced-order Kalman filter tailored
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specifically for the aforementioned improved motion model. This new approach is

notably simpler when juxtaposed with [120, 121, 122]. Crucially, it circumvents

the requirement for system states to be completely decoupled. Its hallmark lies

in its simplicity, flexibility, and ease of implementation. In addition, the proposed

reduced-order filter is not limited to the tracking problem but can be used for other

applications as well.

4.3.3.1 Reduced-order Kalman Filter

Consider the following system [123]:

x1,k+1

x2,k+1

 =

A11 A12

A21 A22


x1,k

x2,k

+

v1,k
v2,k

 (4.15)

yk =

[
I 0

]x1,k

x2,k

 (4.16)

where the system is partitioned according to whether the state variables are (almost)

perfectly measurable or not, and

v1,k ∼ N(0, V1) (4.17)

v2,k ∼ N(0, V2) (4.18)
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equation (4.15) can be re-written as

x1,k+1 = A11x1,k + A12x2,k + v1,k (4.19)

x2,k+1 = A21x1,k + A22x2,k + v2,k (4.20)

Assuming that x1,k+1 is also measurable (which will be relaxed later), the reduced

order state estimate x̂2,k+1 can be written as

x̂2,k+1 = A21x1,k + A22x̂2,k +Kk(x1,k+1 − A11x1,k − A12x̂2,k)

= (A22 −KkA12)x̂2,k + (A21 −KkA11)x1,k +Kkx1,k+1

(4.21)

Therefore, the estimation error ex2,k+1 can be written as

ex2,k+1 = x2,k+1 − x̂2,k+1

= A21x1,k + A22x2,k + v2,k − (A22 −KkA12)x̂2,k−

(A21 −KkA11)x1,k −Kkx1,k+1

= KkA11x1,k −Kkx1,k+1 + A22x2 + v2,k−

(A22 −KkA12)x̂2,k

(4.22)
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Substituting for x1,k+1, ex2,k+1 becomes

ex2,k+1 = KkA11x1,k −Kk(A11x1,k + A12x2,k + v1,k)+

A22x2 + v2,k − (A22 −KkA12)x̂2,k

= −KkA12x2,k −Kkv1,k + A22x2 + v2,k−

(A22 −KkA12)x̂2,k

= (A22 −KkA12)x2,k − (A22 −KkA12)x̂2,k−

Kkv1,k + v2,k

= (A22 −KkA12)ex2,k −Kkv1,k + v2,k

(4.23)

The error covariance of x2’s estimation is found using the Riccati equation

Pk+1 = (A22 −KkA12)Pk(A22 −KkA12)
T + V2 +KkV1K

T
k

(4.24)

and the Kalman gain is

Kk = A22PkA
T
12(A12PkA

T
12 + V1)

−1 (4.25)
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Practical consideration: since x1,k+1 is unknown at time k, instead of solving x̂2,k,

X̂k = x̂2,k −Kk−1x1,k is introduced, note yk = x1,k from equation (4.16). In this case

X̂k+1 = x̂2,k+1 −Kk−1x1,k+1

= (A22 −Kk−1A12)x̂2,k + (A21 −Kk−1A11)yk+

Kk−1x1,k+1 −Kk−1x1,k+1

= (A22 −Kk−1A12)x̂2,k + (A21 −Kk−1A11)yk

= (A22 −Kk−1A12)X̂k+

[(A22 −Kk−1A12)Kk−1 + A21 −Kk−1A11]yk

(4.26)

after solving X̂k, x̂2,k can be found from

x̂2,k = X̂k +Kk−1yk (4.27)

Note Kk−1 = K−1 when k = 0, and it can be defined as K−1 = 0 for initialization.

The estimation error covariance of x̂2,k and X̂k are the same.

In summary, the reduced-order Kalman filter is shown as below:
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Algorithm 7 One-step Reduced-order Kalman filter

1: Initialization: Initialize the augmented state estimate X̂0 = E[x2,0] and error

covariance matrix P0 = cov[x2,0], define Kalman gain K−1 = 0 when k = 0

2: for k = 0, 1, 2, . . . do

3: x̂2,k = X̂k +Kk−1yk

4: X̂k+1 = (A22 −Kk−1A12)Xk + [(A22 −Kk−1A12)Kk−1 + A21 −Kk−1A11]yk

5: Pk+1 = (A22 −Kk−1A12)Pk(A22 −Kk−1A12)
T + V2 +Kk−1V1K

T
k−1

6: Kk = A22PkA
T
12(A12PkA

T
12 + V1)

−1

7: end for

Since the tracking-by-detection framework requires the track-detection associa-

tion between the predict and update step, the two-step version of the reduced-order

Kalman filter is also introduced:
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Algorithm 8 Two-step Reduced-order Kalman filter

1: Initialization: Initialize the augmented state estimate X̂ +
0 = E[x2,0] and error

covariance matrix P+
0 = cov[x2,0], define Kalman gain K−1 = 0 when k = 0

2: for k = 0, 1, 2, . . . do

3: X̂ −
k+1 = A22X̂

+
k

4: P−
k+1 = A22P

+
k AT

22 + V2

5: P+
k+1 = P−

k − P−
k AT

12(A12P
−
k AT

12 + V1)A12P
−
k

6: X̂ +
k+1 = (I −Kk−1A12)X̂

−
k + [(I −Kk−1A12)A22Kk−1 + A21 −Kk−1A11]yk

7: x̂−
2,k = X̂ −

k + A22Kk−1yk

8: Kk = P−
k AT

12(A12P
−
k AT

12 + V1)
−1

9: end for

In terms of the motion model shown in (4.13), parameter matrices are identified

as A11 = TI4×4, A12 = I4×4, A21 = 04×4, A22 = ϕI4×4, and the reduced-order Kalman

filter can be set up accordingly for this application.

4.3.3.2 Steady-state Reduced-order Kalman Filter

In pursuit of further diminishing computational overhead, the option of imple-

menting the steady-state solution becomes particularly pertinent, especially when

computational resources are constrained. In this context, rather than iterating the

time-variant Kalman gain, the constant Kalman gain can be derived through the

offline resolution of the algebraic Riccati equation.
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To expound further, for the motion model as delineated in equation (4.13), there

are A11 = TI4×4
def
= D1, A12 = I4×4, A21 = 04×4, and A22 = ϕI4×4

def
= D2. The

algebraic Riccati equation, within this context, can be formulated as follows:

P = D2PDT
2 −D2P (P + V1)

−1PDT
2 + V2 (4.28)

The constant Kalman gain is

K = D2P (P + V1)
−1 (4.29)

After finding the constant Kalman gain K, the state estimation equation is

X̂k+1 = (D2 −K)X̂k + [(D2 −K)K −KD1]yk (4.30)

Finally, x̂2,k can be found from

x̂2,k = X̂k +Kyk (4.31)

The two-step steady-state filter is summarized as shown in Algorithm 3.
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Algorithm 9 Two-step Steady-state Reduced-order Kalman filter

1: Initialization: Initialize the augmented state estimate X̂ +
0 = E[x2,0]

2: Compute the Algebric Riccati equation for error covariance matrix P− using:

3: P− = A22P
+AT

22 + V2

4: P+ = P− − P−AT
12(A12P

−AT
12 + V1)A12P

−

5: Compute the constant Kalman Gain K:

6: K = P−AT
12(A12P

−AT
12 + V1)

−1

7: for k = 0, 1, 2, . . . do

8: X̂ −
k+1 = A22X̂

+
k

9: X̂ +
k+1 = (I −KA12)X̂

−
k + [(I −KA12)A22K + A21 −KA11]yk

10: x̂−
2,k = X̂ −

k + A22Kyk

11: end for

Note (I−KA12) and [(I−KA12)A22K+A21−KA11] in step 9 can be pre-computed

offline as well to further reduce the computation cost.

4.4 Simulation Results

4.4.1 Experimental Setup

In this work, the SORT [46] with the “xyxy” type motion model is employed

as the baseline for assessing the proposed techniques. To ensure consistency in the

simulation results, the YOLOX detector [124], is directly utilized without any sup-

plementary modifications. All experimental evaluations, conducted on hardware con-
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figurations 1, are grounded in identical detection results. Consequently, the reported

tracking performance is indicative of the off-the-shelf tracking capabilities. It is per-

tinent to note that any lost tracklets are retained for a duration of 30 frames, allowing

for the possibility of their re-appearance within the tracking process.

4.4.2 Ablation Results

The ablation results pertaining to the MOT17 dataset are presented in Table 4.1.

An observation of note is the increase in IDF1 [125] by 0.3% when the improved model

(IM) is applied, with the parameter ϕ fine-tuned to a value of 0.97. Furthermore,

following the implementation of the reduced-order Kalman filter (ROKF), the frames

per second (FPS) demonstrates a noteworthy increase of 11 compared to the full order

Kalman filter. It is imperative to highlight that the introduction of the improved

model does not entail any additional computational cost, thereby resulting in no

degradation in the FPS.

1Hardware: Intel(R) Core(TM) i9-10850k @ 3.6GHz and NVIDIA GeForce RTX 3090 GPU.
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Table 4.1: Ablation results on MOT17 validation set. Note the off-the-shelf FPS is
reported. The best results are shown in bold.

IM ROKF IDF1↑ MOTA↑ IDs↓ FPS↑

79.1 78.7 260 624

✓ 79.4 78.8 272 624

✓ 79 78.7 260 635

✓ ✓ 79.4 78.8 271 635

Results on the MOT17 test set are shown in Table 4.2. The performance of the

tracker, especially IDF1 [125], is still competitive compared to most of the previous

work.
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Table 4.2: Comparison of the state-of-the-art methods under the “private detector”
protocol on MOT17 test set. The best results are shown in bold. Note the proposed
tracker is based on SORT and only includes the use of improved model and reduced-
order Kalman filter.

Tracker MOTA↑ IDF1↑ HOTA↑ FP↓ FN↓ IDs↓ FPS↑

DAN [126] 52.4 49.5 39.3 25423 234592 8431 <3.9

Tube TK [127] 63.0 58.6 48.0 27060 177483 4137 3.0

MOTR [128] 65.1 66.4 - 45486 149307 2049 -

CTracker [129] 66.6 57.4 49.0 22284 160491 5529 6.8

CenterTrack [114] 67.8 64.7 52.2 18498 160332 3039 17.5

QuasiDense [115] 68.7 66.3 53.9 26589 146643 3378 20.3

TraDes [130] 69.1 63.9 52.7 20892 150060 3555 17.5

MAT [131] 69.5 63.1 53.8 30660 138741 2844 9.0

SOTMOT [132] 71.0 71.9 - 39537 118983 5184 16.0

TransCenter [133] 73.2 62.2 54.5 23112 123738 4614 1.0

GSDT [134] 73.2 66.5 55.2 26397 120666 3891 4.9

Semi-TCL [135] 73.3 73.2 59.8 22944 124980 2790 -

FairMOT [136] 73.7 72.3 59.3 27507 117477 3303 25.9

RelationTrack [137] 73.8 74.7 61.0 27999 118623 1374 8.5

PermaTrackPr [138] 73.8 68.9 55.5 28998 115104 3699 11.9

CSTrack [139] 74.9 72.6 59.3 23847 114303 3567 15.8

TransTrack [140] 75.2 63.5 54.1 50157 86442 3603 10.0

FUFET [141] 76.2 68.0 57.9 32796 98475 3237 6.8

SiamMOT [142] 76.3 72.3 - - - - 12.8

CorrTracker [143] 76.5 73.6 60.7 29808 99510 3369 15.6

TransMOT [144] 76.7 75.1 61.7 36231 93150 2346 9.6

ReMOT [145] 77.0 72.0 59.7 33204 93612 2853 1.8

ByteTrack [55] 80.3 77.3 63.1 25491 83721 2196 29.6

Ours 76.4 77.4 56.7 32660 110124 2567 589 2
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To further investigate effectiveness of the proposed methods, the experiment is

repeated on the MOT17 validation set with ByteTrack as the base tracker, and results

are shown in Table 4.3.

Table 4.3: Ablation results on MOT17-val based on ByteTrack.

IM ROKF IDF1↑ MOTA↑ IDs↓ FPS↑

80.2 78.3 235 335

✓ 80.4 78.8 272 335

✓ 80.2 78 256 342

✓ ✓ 80.4 78.8 236 342

As depicted in Table 4.3, the ablation results conspicuously underscore the effi-

cacy of the proposed methodologies in enhancing the tracking performance of Byte-

Track. The introduction of the novel reduced-order Kalman filter and the improved

motion model is discernibly associated with improvements in tracking accuracy and

FPS. These observations accentuate the practical advantages that the proposed tech-

niques confer upon real-world MOT applications, endowing camera-based surveil-

lance systems with enhanced robustness and efficiency.

2Off-the-shelf FPS for the proposed tracker is reported here
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It is worth noting that the off-the-shelf FPS is noticeably lower in comparison

to the proposed tracker, as presented in Table 4.2. This discrepancy arises from the

additional complexity introduced by the second round of track-detection association.

4.5 Conclusions and Future Works

In this chapter, an improved motion model and a novel reduced-order Kalman

filter are introduced with the overarching goal of enhancing tracking accuracy while

concurrently mitigating the computational burden. The experimental results pre-

sented herein manifest the tangible benefits of these innovations: the improved model

has been observed to bring about a marked enhancement in tracking performance, all

without the imposition of any supplementary computational costs. Simultaneously,

the integration of the reduced-order Kalman filter has led to a discernible reduction

in computational expenses in comparison to its full-order counterpart. Notably, the

steady-state version of the reduced-order Kalman filter is also introduced which can

further reduce the computation cost.

Furthermore, the inherent flexibility of the proposed techniques lends itself to

seamless integration into a spectrum of other tracking frameworks. The adaptabil-

ity of these innovations serves as a testament to their versatility, facilitating their

incorporation into various tracking systems and applications.

Future work includes the integration of the proposed technique into other ap-

plications. One notable trajectory of future research involves the utilization of the

proposed methods in the context of Multi-Camera Multi-Object tracking. This is

a realm in which the efficacy of these techniques can be further evaluated, with a
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particular emphasis on their applicability in multi-camera setups.

In addition, the application of these methodologies in resource-constrained sce-

narios, such as edge processing, offers a compelling avenue for further investigation.

In such environments, the computational resources are limited, and the ability to

maintain robust tracking performance while operating within these constraints is of

paramount importance. Therefore, future endeavors will be geared towards explor-

ing the applicability and effectiveness of the proposed methods in such resource-

constrained settings.
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Chapter 5: Conclusions and Summary

This dissertation addresses three applications across different domains using the

proposed state estimation techniques. The first application involves the intrusion

detection problem for sensors and actuators, employing the adapted MMAE tech-

nique. Specifically, the objective is to identify potential cyber attacks on industrial

control systems. To achieve this, an intrusion model is initially proposed and then

implemented into the MMAE technique to detect various types of attack signals.

The second application focuses on SOC and total cell capacity estimation for

Lithium-ion cells. In this application, three techniques are devised to estimate SOC

individually and SOC/cell total capacity simultaneously.

The third application seeks to reduce computation costs and enhance model ac-

curacy in the multi-object tracking problem. An improved motion model is utilized

to achieve higher tracking accuracy, particularly in scenarios with intermittent sensor

measurements. Additionally, a reduced-order Kalman filter is designed to analyti-

cally minimize computation costs. A steady-state reduced-order Kalman filter is also

introduced to further decrease computation costs. The versatility of the proposed

technique extends beyond these applications, allowing adaptation to other problems

to achieve computational cost reduction.
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5.1 Sensor and Actuator Intrusion Detection Problem

In terms of the CPS intrusion detection problem under sensor, actuator, or dual

attacks, the impact of various intrusion signals on system performance, specifically

on false data injection attack with step and ramp type attack signals is analyzed.

After that, strategies for detecting these intrusions are developed, and the MMAE

technique is adapted for effective detection.

The approach involves considering the generalized healthy CPS model and mod-

els under different false data injection attacks. Simulation results, using a DC motor

CPS model, demonstrate the technique’s efficacy in detecting unknown intrusion

signals and identifying their nature (sensor, actuator, or both). Addressing detec-

tion time delays, the exponential data weighting technique is applied to the Riccati

equation.

Future work will focus on scalability and efficiency for large-scale CPS networks.

Developing strategies for automated or semi-automated responses to detected intru-

sions which could further enhance CPS security.

5.2 Online SOC and cell total capacity estimation problem

In terms of the battery management system cell staus estimation problem, the

MMAE technique is introduced as an effective solution for LiFePO4 cell SOC esti-

mation with simulations at 22°C and a 1C rate.

Results demonstrate MMAE’s adaptive and accurate SOC estimation, even with

a poor initial estimate, outperforming the EKF in convergence speed. Folloiwng
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this, an improved method combining the EKF and the MMAE is proposed, leverag-

ing MMAE’s rapid convergence for an accurate initial SOC estimate. This hybrid

approach reduces computational costs and surpasses individual techniques, as vali-

dated in LiFePO4 cell simulations.

The MMAE technique is further extended for simultaneous SOC and cell total

capacity estimation. Specifically, cell total capacity is first discretized, and a bank of

EKFs is then set up for conditional SOC estimation, followed by Bayes data fusion.

This technique results in superior accuracy compared to dual and joint estimation

techniques.

Future work includes exploring temperature-dependent SOC, simultaneous SOC/-

cell capacity estimation, and detailed investigations into Lithium-ion cell SOP esti-

mation, cell pack SOC and SOH estimation, and cell balancing problems.

5.3 Multi-Object Tracking Problem

In terms of the Multi-object tracking problem proposed in chapter 4, it introduces

an improved motion model and a novel reduced-order Kalman filter to enhance track-

ing accuracy while mitigating computational burdens. Experimental results demon-

strate the enhanced tracking performance without additional computational costs.

The integration of the reduced-order Kalman filter reduces computational expenses,

and the steady-state version further reduces costs.

The proposed techniques are adaptable and can seamlessly integrate into various

tracking frameworks, showcasing their versatility for different systems and applica-

tions.
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Future work involves integrating the technique into other applications, particu-

larly exploring Multi-Camera Multi-Object tracking. In addition, the extension of

the proposed reduced-order Kalman filter will also be included [146, 147]. Evaluating

the effectiveness of these techniques in resource-constrained scenarios, like edge pro-

cessing, is a promising avenue for further investigation, considering the importance

of maintaining robust tracking performance within limited computational resources.
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Appendix: Code

1 % Code f o r t h i s d i s s e r t a t i o n can be found on j i a y i s u . com
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