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macrocephalus coda exchanges (Watkins & Schevill, 1977) provide an 

example of this. A coda is a sequence of clicks (Repetition of the 

acoustic unit) where the Timing between echolocation clicks moderates 

response. In duet behaviour, Overlap also exists, with one animal 

producing and another responding with another coda (Schulz et al., 

2008). Each of these paradigms is now described in more detail below. 

 

Figure 6. (A–F) Different ways that units can be combined to encode information in a 

sequence. 
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Figure 8. State transition diagram equivalent to a second order Markov model and 
trigram model (N = 3) for a sequence containing As and Bs. 

As the order of the model increases, more and more data are 

required for the accurate estimation of transition probabilities, i.e. 

sequences must be longer, and many transitions will have zero counts. 

This is particularly problematic when looking at new data, which may 

contain sequences that were not previously encountered, as they will 

appear to have zero probability. As a result, Markov models with 

orders greater than 2 (trigram, N = 3) are rare. In principle, a Kth 

order Markov model requires sufficient data to provide accurate 

estimates of CK+1 transition probabilities. In many cases, the number 

of possible transitions is similar to, or larger than, the entire set of 

empirical data. For example, Briefer et al. (2010) examined very 

extensive skylark Alauda arvensis sequences totalling 16829 units, but 

identified over 340 unit types. As a naïve transition matrix between all 

unit types would contain 340 × 340 = 115600 cells, the collected data 

set would be too small to estimate the entire matrix. A different 

problem occurs when, as is commonly the case, animal acoustic 

sequences are short. Kershenbaum et al. (2012) examined rock hyrax 

Procavia capensis sequences that are composed of just five unit types. 

However, 81% of the recorded sequences were only five or less units 
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long. For these short sequences, 55 = 3125 different combinations are 

possible – which is greater than the number of such sequences 

recorded (2374). In these cases, estimates of model parameters, and 

conclusions drawn from them, may be quite inaccurate (Cover & 

Thomas, 1991; Hausser & Strimmer, 2009; Kershenbaum, 2013). 

Closed-form expressions for maximum-likelihood estimates of the 

transition probabilities can be used with conditional counts (Anderson 

& Goodman, 1957). For example, assuming five acoustic units (A–E), 

maximum-likelihood estimates of the transition probabilities for a first-

order Markov model (bigram, N = 2) can be found directly from the 

number of occurrences of each transition, e.g.  

𝑃(𝐵 ∖ 𝐴) =
𝑐𝑜𝑢𝑛𝑡(𝐴𝐵)

∑ 𝑐𝑜𝑢𝑛𝑡 (𝐴, 𝑖)𝑖∈{𝐴,𝐵,𝐶,𝐷,𝐸}
 

(1) 

Although not widely used in the animal communication 

literature, research in human natural language processing has led to 

the development of methods known as back-off models (Katz, 1987), 

which account for the underestimated probability of rare sequences 

using Good–Turing counts, a method for improving estimated counts 

for events that occur infrequently (Gale & Sampson, 1995). When a 

particular state transition is never observed in empirical data, the 

back-off model offers the minimum probability for this state transition 

so as not to rule it out automatically during the testing. Standard 

freely available tools, such as the SRI language modelling toolkit 

(Stolcke, 2002), implement back-off models and can reduce the effort 

of adopting these more advanced techniques. 

Once Markovian transitions have been calculated and validated, 

the transition probabilities can be used to calculate a number of 

summary metrics using information theory (Shannon et al., 1949; 

Chatfield & Lemon, 1970; Hailman, 2008). For a review on the 

mathematics underlying information theories, we direct the readers to 

the overview in McCowan, Hanser & Doyle (1999) or Freeberg & Lucas 

(2012), which provides the equations as well as a comprehensive 

reference list to other previous work. Here we will define these 
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